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Abstract

A retrieval system is a very important part in a question argvg framework. It reduces
the number of documents to be considered for finding an angwefurther refinement, the
documents are split up into smaller chunks to deal with tegi@bility in larger documents.
In our case, we divided the documents into single sentefiten a language model based
approach was used to re-rank the sentence collection.

For this purpose, we developed a new language model todikinplements all stan-
dard language modeling techniques and is more flexible ttiear tools in terms of backing-
off strategies, model combinations and design of the rettieocabulary. With the aid
of this toolkit we conducted re-ranking experiments witanstard language model based
smoothing methods. On top of these algorithms we develope siew, improved models
including dynamic stop word reduction and stemming. We alguerimented with query
expansion depending on the type of a query. On a TREC corpagemonstrate that our
proposed approaches provide a performance superior tdathédasd methods. In terms of
Mean Reciprocal Rank (MRR) we can prove a performance gam ©.31 to 0.39.

1 Introduction

The major goal of a question answering (QA) system is to g®wn accurate
answer to a user question. Compared to a standard docunvéstakframework,
which just returns relevant documents to a query, a QA syhtEsrio respond with
an adequate answer to a natural language question. Thyspitess of retrieving
documentsis just a part of a complex sequence. In order tadwthe user with an
answer, possible candidates have to be extracted from thewknts. To simplify
this procedure, the text is segmented into smaller passagea further retrieval
step is done. This process is called sentence retrievak ipassage contains just
one sentence.

In this paper, we describe an experimental setup for comgatifferent lan-
guage models to improve sentence retrieval within a questiswering contekt
Figure 1 shows the general construction for a question amrsgveystem. It starts
with the analysis of a natural language (NL) question (uggset). Generally,
in this Question Analyzerthe expected answer type is determined, but it is also
possible to make some other deep analyses like part of sgPExB) tagging or
named entity recognition. The result is a processed quérighacan be used for
the following retrieval steps.

The next step is the document retrieMabgument Retriever In a QA system,
the retrieval framework is a very crucial part. It is used ézrkase the number of
documents in a potential large corpus. This is done in oweeduce the search

1This work was partially funded by the BMBF project SmartWeldler contract number 01 IMDO1 M
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Figure 1: A general architecture for question answeringesys

space in which a correct answer has to be found. It is negessaeduce the
search space because the following components may usédstirgg deep analysis
algorithms which strongly depend on the size of the proackseepus. Therefore,
it is important to process just the documents which seemaatdo a query to get
answers within an appropriate period of time.

But within such a limited collection, there might still bed@ documents. Or
within single documents some topic changes occur. If thteéscase, again, the
following components have to analyse more text than is rsacgs$n order to find
the correct answer. To overcome this problem, it is esddotfarther reduce the
size of the collection. This can be done by splitting up thd s2gments into
smaller chunks of passadgedfter dividing the documents, a second retrieval step
is necessary in order to re-rank the new passage colleddassége Retrievier
using the pre-processed query. By doing so, the corpus siz¢hais the search
space is reduced again. One can say that the major goal ofriafin retrieval
in question answering is to achieve a high precision at alsto#déction of text
segments (Corrada-Emmanuel, Croft, and Murdock 2003).

In a final step, the passage collection is processed bytissver Extractor
Here, the single passages are analyzed by computing thefsaeech, the named
entities and other linguistic features. Finally, the mastiqable answers are se-
lected and returned by the system.

For our experimental setup we did not use the complete gmetdtecture of
a question answering system but just the upper part of fig.olwé&skipped the

2popular methods to make passages and research into this effeetrieval can be found in Clarke et
al. (2000) and Tellex et al. (2003).
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extraction of the most relevant answers.

In the query construction, we used a language model drivahadeso as to
find the expected answer type (Merkel and Klakow 2007) andessimple tech-
niques to optimize the question for the following retriestps. The document
retrieval was also done, using a language modeling approach

Nevertheless, in this paper, we used a special case of massaigval where
we directly split the documents into single sentences. Iex step, a language
model (LM) based approach with unigram distributions wasdu® re-rank the
text chunks. For these purposes, we developed a new languadg toolkit. It
implements all standard language modeling techniques,lililear interpolation
and backing-off models. Its advantage is that it is morelflexihan other tools in
terms of model combinations, design of the retrieval votaiyuand the smooth-
ing strategies. By means of this toolkit we conducted rddramexperiments with
standard language model based smoothing methods likekeMiercer linear in-
terpolation, Bayesian smoothing with Dirichlet priors afisolute discounting as
well as some new, improved models. We focused on investigagfinements
which are easy to implement such as ignoring query wordsaiyn stopword
lists and stemming. We also experimented by modeling thea®gd answer type
of a query into the LM approach.

To make our results comparable to current literature, wéuated our algo-
rithms on a news texts corpus from the Text REtrieval Comfeeg TREC) — the
Aquaint corpus. Here, we demonstrate that our proposeditidgts outperform
the standard methods in terms of mean reciprocal rank (MRR2S86. We can
also show that we need to return fewer sentences to achiexse egeven better
accuracy. So it is possible to say that we attained our gaahety to reduce the
search space for the following components in a QA framework.

The rest of paper is organized as follows: The next sectiesgnts some re-
lated work. Sect. 3 shows the language model based smogttatigpds we used
for our experiments. Sect. 4 presents the used datasetdlas\iee experiments
we performed in order to achieve optimal results. Sect. Sloales the results.

2 Related Work

In the area of passage retrieval for question answering,conges across a lot
of secondary literature. For example, Clarke et al. (2060pduces a passage
retrieval system for the TREQuestion Answering trackThey use a question
pre-processing, a passage retrieval and a passage possgirg step to select the
top five text sections out of a set of documents. In the pregssing step, the
question is parsed and “selection rules” (patterns) areeefiEach text block for
the passage retrieval algorithm can start and end with aeyyderm. The score
of such a passage is calculated by the text size and the nwahbecurring query
terms. Then a new passage with a required length around thergaint of the
original passage is produced. Finally, the patterns are tasgost-process the pas-
sage retrieval results.

Tellex et al. (2003) provides an overview of various stdt¢he-art passage re-
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trieval systems for question answering. They built a fraorwfor the use of
different document retrieval and passage making systerosrtpare the results.
The text selection methods are re-implementations of fanT®REC systems like
MITRE, bm25, IBM and MultiText. The most important findingé their work
is that boolean querying performs well for question ansmggrihat the choice of
the document retriever is very important and, that the bigstrithms use density
based scoring.

There is also some literature in the field of language modetthgpassage re-
trieval for QA. In Zhang and Lee (2004) LM based questionsifasation and a
LM based passage retrieval approach is shown. To optimge txt selection,
they first look at an initial set of relevant passages andtooctsa language model.
Then, relevant web data is used to built a second languagelmBahally, they
mix the two models and include some further constraintsdikewer type and an-
swer context information.

Another interesting approach is presented by Corrada-HrmglgA., Croft, W.B.,
and Murdock, V. (2003). In their paper, three methods toecelevant passages
are shown. They compare the famous query likelihood, relevanodeling and
a bigram answer model. In this model, the expected answer it/paken into
account. Therefore, text selections are replaced by tlasived entity tag and an
answer model is trained. Then three different methods fokibg-off the bigram
are used. They show that the bigram method provides a peafarensuperior to
the other approaches.

As mentioned above, sentence retrieval is just a special chpassage re-
trieval where the text selection has the size of one sentehlere is also some
related work in the area of sentence retrieval for QA syste@ee example is
Murdock and Croft (2004). They understand the meaning ofereéhg sentences
as the translation of a user query to a (more or less complestyer. With this
idea, they suppose to overcome the problem of the shortfisemtences to com-
pute a multinomial distribution. Their approach is basedh@&nlBM Model 1 and
is smoothed with the corresponding document in additioméocollection. They
show a performance gain to the original query-likelihoocarsay.

In Losada (2005) language model based approaches for sentdrieval are com-
pared. They define multinomial and multiple-Bernoulli diaitions on top of the
query-likelihood approach. Their motivation is the shegs of a sentence. In a
multiple-Bernoulli framework, also the non-query terme &aken into account.
So, they show a significantly performance increase compare@dmultinomial
approach.

An other application for sentence retrieval is the TREC Nigmeack (Harman
2002). Here, the task is to reduce the amount of redundanhandelevant in-
formation in a given document set. Normally, this is done twa-step approach.
The first part is to find the relevant sentences according teeayg In a second
part, those sentences are selected which contain novetiafmn compared to
the retrieved set in the first part. Larkey et al. (2003) anld®\IWade, and Bolivar

3This is what we calBentence Retrieval
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(2003) give some examples of how to build such a system. Theyhree differ-
ent methods for extracting relevant sentences; a vectedssproach usin-idf,
a version using th&ullback-Leibler divergence (KLDand an approach using a
Two-Stage Smoothingodel. Because they do not find any significant differences
between these methdtishey decide to use théidf approach. From their point
of view, the selection of the relevant sentences is the nwjallenge, so they try
to further improve the performance by using known technédike query expan-
sion, pseudo-relevance feedback and other features. gaify & contrast to our
observations, just pseudo-feedback helps to improve tHferpgance.
A major difference to the open-domain question answerirtgasin the Novelty
track, a set of relevant documents is given. So, there is Bd tefind some rel-
evant documents out of a large corpus first. Allan, J., Wadea@d Bolivar, A.
(2003) also show the negative effects when using a realrirdtion retrieval sys-
tem instead of a given document set.
A last significant difference is the kind of processing thieieged data. In a ques-
tion answering system, further steps are the extractionsafettion of possible
answers out of the sentences. This task is very hard anddimsdming, so it is
necessary to keep the set of returned sentences as smadisisi@o

A partial implementation of the system can be found in Sheal.e2006).
There, a complete statistically-inspired QA system in eghof the TREC 2006
question answering track is developed.

Merkel and Klakow (2007) give a more specific descriptionhs tanguage
model based query classification part we used in our expatsneThis work
mainly depicts the methods of how to obtain the expected ansyes.

3 Methods

In this section, the general idea behind language modetbafemation retrieval
is presented. Furthermore, we describe the smoothing migtve used for our
experiments in Sect. 4.3.

3.1 Language Models for Sentence Retrieval

First, we want to introduce the language model based appmraposed by Ponte
and Croft in 1998 (Ponte and Croft 1998) as our informatidrieeal framework
for sentence retrieval. They rank the user query using ayquedel, whereas a
language model for each document is determined. Then th@apildy of produc-
ing the query with those models is calculated. FollowingiZmal Lafferty (2001),
applying Bayes rule results in

1) P(DIQ) o P(QID)P(D)

where P(D) is the prior belief of a document and(Q|D) is the probability of
the query given a document.

4In contrast to our experiments.
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We act on the assumption that the prid¢D) is a uniform distribution, so it
is equal for all documents and therefore irrelevant for nagkhe query. Thus, it
will be ignored in further computations. The probabilityB{Q|D) is calculated
by using language models. This conversion means that wéavst to calculate
the conditional probability of the user query and the docoimee intend to rank.
This task seems easier than calculati@|Q).

Formula (1) has a data sparsity problem. Generally, thategaough training
data to compute language models for a complete Gudity overcome this prob-
lem we act on the assumption that all words in the query aregeddent. This
independence assumption results in unigram language sasi@roposed in Zhai
and Lafferty (2001):

N

) P(@Q|D) =[] P(a:|D)

i=1

whereasN is the number of terms in a query. In our approach the docusnent
are sentences, so we usBdy;|.S) as our experimental baseline, whefds the
sentence we intend to score.

In the next sections we will describe how to calculate thasbabilities. Be-
cause we use a maximum likelihood estimate to calcutdte|S), it is necessary
to smooth them in order to avoid zero probabilifies

3.2 Jelinek—Mercer smoothing
The Jelinek-Mercer smoothing method is just a linear indkgion between the
maximum likelihood probability and a background collentimodel. It is defined
by

c(w, )
ZU} c(w’ S)
wherec(w, S) is the count of wordv in sentences and)\ is the smoothing parame-

ter. P(w|C) is the collection model. In our experiments the backgrowilection
always consists of the set containing all sentences.

®3) Pr(w]|S) = (1=A) + AP(w|C)

3.3  Absolute Discounting

This smoothing method has its origin in the task of speechgeition. There,
it is the most efficient and thus the most commonly used teglmi But it was
also introduced to the task of information retrieval by Zhad Lafferty (2001). It
results in

max (¢(w, S) —6,0) 0B
ZU} C(w7 S) ZU} C(w7 S)

5Let's suppose that a query has 7 words in average. Then 7-angmage models have to be computed.
6See Zhai and Lafferty (2001) for further information.

(4) Ps(wlS) = P(w|C)
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whereas:(w, S) are the frequencies af in S andP(w|C) is the collection model
of all sentencesi defines the smoothing parameter to redistribute some pildab
mass to unseen events. The paramB8t@ounts how ofter(w, S) is larger than
J.

3.4  Bayesian smoothing with Dirichlet priors

Bayesian smoothing using Dirichlet priors is the approatiictv performs best
according our question answering task in document refravavell as according
our sentence retrieval framework. It is also described bgi 2hd Lafferty (2001)
and is defined by

c(w, ) + pP(w|C)
>owc(w, S) +p

wherec(w, S) is the frequency of observations of the wardn sentences.  is
the smoothing parameter. Agaif(w|C) is the collection model containing all
sentences. A special case of this method isaile-epsilon smoothinge. when a
uniform collection model is used.

®) Pu(w]S) =

4 Experiments

In this section, we describe the dataset and the experifrssttg we used for our
experiments. Furthermore, we discuss the experimentaltses

4.1 Dataset

As dataset for our experiments we used TIREC 2004 QA collectiarit consists
of the AQUAINT” document collection with more than one millfbtext docu-
ments from various news agencies (the Xinhua News Servieep(E's Republic
of China), the New York Times News Service, and the Assodi&eess World-
stream News Service).

The question set for TREC 2004 consists of 351 questions;hwdaie further
divided into subsets. Each subset has a unique topic andod ‘$attoid”, “list”
and “other” question. For example, a typical “factoid” gties is “When was
James Dean born?” whereas a “list” question would be “Whatiesodid James
Dean appear in?”. The task of the “other” question is maiolfind as many
different information concerning the topic as possible.

As evaluation metrics for the results, the Mean ReciproeallRMRR) and the
accuracy of the system was used. In this context, accuraensritbe percentage
of answerable questions using a specific number of retur@eésces. For testing
the parameters in the query construction, we used the Meanage Precision
(MAP).

"http://www.ldc.upenn.edu/Catalog/docs/LDC2002T31/
81,033,461 documents.
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Figure 2: The sentence retrieval architecture for our érpets

4.2  Experimental Setup

For efficiency reasons we chose a three-step approach faxperiments. First,

the user question was analyzed. Therefore, we used theagtpdescribed in

Merkel and Klakow (2007) to extract the expected answer .tyliespecifies a

language model based query classification, using a simpjeBalassifier as
paradigm. The taxonomy of the classifier takes 6 coarse afidé@rained classes
into account.

In addition to this, some simple methods were used to fuidp&mize the query

for the following retrieval task.

In a second step, theemur Toolkit for Language Modeling and Informa-
tion Retrieval was used to carry out a language model based document abtriev
As suggested in Hussain, Merkel, and Klakow (2006), we peréal Bayesian
smoothing with Dirichlet priors. We fetched the top 50 raletvdocuments be-
cause Shen et al. (2006) showed that this number is sufftci@mswer about 90%
of questions. After the extraction, we split them up intoteanes using the sen-
tence boundary detection algorithm provided by Ling®ip&Ve also used larger

Shttp://www.lemurproject.org/
1Ohttp://www.alias-i.com/lingpipe/
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passages (Hussain, Merkel, and Klakow (2006)), but theesertbased approach
is much more efficient.

The third step was the re-ranking of sentences using theitlsgegmodel based
methods described in Sect. 3. For these purposes a new amadeling toolkit
was developed by our chélr It implements all standard language modeling tech-
niques and is more flexible than other tools in terms of bagkifi strategies,
model combinations and design of the retrieval vocabulary.

Figure 2 shows the architecture of the sentence retrieyar@ents we made.
On the left-hand side, the pre-processing steps with stdretdtware are shown.
On the top one finds the Aquaint corpus we described in Sedt. #hen the
document collections, we gain by using Lemur, can be seenth®bottom one
finds the sentence collections we receive by using the Ljpegteiolkit.

On the right-hand side, we show the experimental setup &t®VLMframe-
work. In the middle the background model for each experineptesented. It
consists of the complete sentence collection for a givenaiseryq;. Out of this
collection, a background language model is build. As votatyuor this model
we use the union of the vocabulary build from the user qugrgnd the corre-
sponding sentence collection. So, the vocabulary is clogedthe query.

On the bottom left, the single sentences for a qugmgan be seen. These are the
sentences we want to re-score in our experiments. Them &gajuage models
are created for each individual sentence by using the cleseabulary.

And finally, the two language models are used to calculaternastere. Because
of the flexibility of our toolkit, it is possible to easily chge the used smoothing
algorithms and parameters to get the optimal setting.

In our sentence retrieval experiments, we used TF—IDF and®¥K as stan-
dard baseline approaches and linear interpolation (Jelifercer), absolute dis-
counting and Dirichlet priors as language model based smruptlgorithms (see
Sect. 3).

The smoothing parameters for the different methods wereraxentally defined
on the TREC 2003 dataset. For absolute discounting, we toeldiscounting
paramete = 0.1, for linear interpolation the smoothing parameter was get t
A = 0.8 and for Dirichlet prior we set, = 100.

4.3 Results
In this section, we discuss the results we achieved by ubmguery construction,
the document retrieval and the optimized sentence retréops.

4.3.1 Query Construction and Document Retrieval

As already mentioned in Sect. 4.2, we first analyzed the userydy extracting
the expected answer tyj¥e This answer type is used in a later step to optimize the

1 svim
12gee http:/iwww.lemurproject.org
13Results can be found in Merkel and Klakow (2007).
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| #included topics] Mean Average Precisioh

0.0900
0.2440
0.2995
0.2997
0.2876
0.2799

OB WNFL O

Table 1: Number of included topics and corresponding MAPTRREC 2004 dataset

language models in the sentence retrieval step.

In addition to this approach, we used further methods tomapé the query
for document and sentence retrieval. In a first step, thetopthe query* was
included for multiple times. This inclusion was done beeawsgthin our language
model approach, the repeating of a specific term for multijphes results in a
higher score for that term. A higher score means that thaded term gets greater
importance in that context.

Table 1 shows the impact of including the topic on the documetnieval. The

performance increases until the topic was added three tifiles means, if we add
the topic too often, it gets too much weight and other posgiblevant keywords
are scored too lowly. This would result in a worse retrievatfprmance. Due to
the fact that there is just a very small performance gain betnwadding the topic
twice or three times, we decided to include the topic in oyegsments only twice.

The last step in the query construction was the subtracfithreqquery word. In
general, this term has no positive effects on the retriexgtbsn and can therefore
be ignored. Here, the same argumentation holds as for iimgutie topic for
multiple time. By removing the query word, this score will bero and other,
possibly more relevant terms get a higher score.

The effects of these methods on the sentence retrieval varkean be found
in Sect. 4.3.3.

As mentioned above, theEMUR toolkit was used to perform document re-
trieval. Therefore, the queries as well as the AQUAINT carpere stemmed and
no stop-words were removed. Then we chose a language maabal bpproach to
retrieve the documents. As smoothing method, we used Batyssioothing with
Dirichlet priors because Hussain, Merkel, and Klakow (200@strated that this
approach performs best for this tdkThey also suggests an optimal smoothing
parameter for this question set which we also used for ougrix@ntal setup.
After doing the retrieval, the 50 most relevant documentsewetched and split
up into sentences.

14see Sect. 4.2 for a definition of “topic”.
15They show that it even provides a performance superior tadatal approaches like TF—IDF and
OKAPI.
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Figure 3: Number of retrieved sentences vs. accuracy falipasexperiments

4.3.2 Baseline Experiments

This section describes the baseline experiments we coedibetfore starting our
optimization approaches. Figure 3 shows the results ofetleo@eriments. It
presents on the x-axis the number of returned sentenceslsystem on a loga-
rithmic scale. On the y-axis the accuracy of the system isveh&or example, an
accuracy of 0.5 means that 50% of the queries are answenatie lsystem.

For the standard TF—IDF and OKAPI baseline experiments wesl ube
LEMURtoolkit. The figure shows that the TF—IDF performs bettentQd<API
regarding this task. Both approaches were not optimizethfese experiments.

In a next step, we used ouSVLMtoolkit to conduct the baseline experiments
with the three standard language model based smoothingagipes (as described
in Sect. 4.2).

For a small number of returned sentences (1-50), the lirgarpiolation

(Jelinek—Mercer) and the absolute discounting smoothiergopm comparably
bad. In this part the Bayesian smoothing with Dirichlet piobviously performs
better.
In the last segment (50-100 sentences) the Dirichlet pr@raach performs
somewhat worse than absolute discounting. The best snmgothéthod for this
part is the Jelinek—Mercer interpolation. But this perfarmoe gain is not visibly
significant.

But the figure also shows that all baseline language modeldbagproaches
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Figure 4: Number of retrieved sentences vs. accuracy fomagd smoothing methods

perform better than the standard TF—IDF and OKAPI methodgHhis task by
large margin.

As already mentioned in Sect. 1, in a question answering@syste are most
interested in getting a high accuracy at a small number ofmet] sentences. That
means, the following modules need to process just smaltsrafesentences to
reach the same level of accuracy. Thus, the Bayesian smgot¥ith Dirichlet
priors was chosen as a optimization baseline for furtheeergents.

4.3.3 Improved Smoothing Methods

Figure 4 shows the results of the experiments we carried dhtoptimized lan-
guage models for the question answering task. Again, onxlsedd abscissae
the number of returned sentences is plotted on a logarithoaile, whereas on the
ordinate the accuracy of the system is shown (as describ®édn 4.1).

For better comparison between the improvements of the ggztian steps, the
Dirichlet prior smoothing method is shown as baseline (efy). The other lines
show the performance gain of each individual method we adaddde baseline.
Each new experiment is based on the previous optimizatighade

Our first approach is already discussed in Sect. 4.3.1. litesimple removal
of the query word and therefore belongs to the query construstep. Figure 4
shows the resulting effects on the system. The new curver(®jges a perfor-
mance superior to the Dirichlet baseline.
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| Distribution | MRR |
OKAPI | 0.16

TF-IDF | 0.18
Jelinek—Mercer| 0.29
Absolute Discounting 0.29
Dirichlet Baseline| 0.31
Dirichlet Combined| 0.39

Table 2: Mean Reciprocal Rank of baseline and optimizedréxeats

In a second step, we added the Porter stertftrterour experiments. The
results are shown in curve (3). As described in relevantditee, this addition
also results in a further advance of system accuracy of piesiic kind of task.

As a next optimization criterion we used a dynamic stopwistd It was cre-
ated by selecting the four most commonly used terms of thepbetan sentence
collection. However, those terms were not removed as usuatbp-words but
they got just a smaller weight in the language model. Thiwegghting is based
on the same findings we already discussed in Sect. 4.3.1. eBudt in Fig. 4
shows in curve (4) a small performance gain, when lookingvatrg small number
of returned sentences. Besides, the accuracy is nearlytedqha previous step.

For the last optimization experiment, the expected ansyperof an user query
we gained in the query construction, was used to expand tiguéye models
with this additional information (see Sect. 4.3.1). Thisswaone by expanding
the query and a sentence in dependency of the extractedaruggie. Thereby,
sentences, which match the query type, are ranked higher.

This means, for example, if the expected answer tyfizaig the termDATE
is added to the question. Then patterns are used to idemti§sadxpressions in a
sentence. If such a date expression also occurs in a senieisocexpanded with
the DATEterm as well. After this step, the additional terms are wiidland thus
the language model based approach gives a higher rank gnsestwhich match
the corresponding question.

The resulting effects of this last optimization step is alsown in Fig. 4. Here,
curve (5) demonstrates the improvement of performance Hingdhe weighted
expansion. The distribution outperforms all other comdingethods by a large
margin.

Table 2 shows the MRR of the baseline experiments and conidinat all op-
timization steps. Standard OKAPI and TF-IDF achieved thestwbIRR. The
Jelinek—Mercer interpolation and absolute discountingebae perform better
with a MRR of 0.29. We found out that the Dirichlet prior baselagain per-
forms a little bit better with a MRR of 0.31. This was the rea$or the fact why
we developed the improved language models on top of thislaision. The table
also shows that the combination of all optimization stepsi¢blet Combined)

18http://www.tartarus.org/ martin/PorterStemmer/
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performs best with a MRR of 0.39. This means that there is grorement of
more than 25% compared to the Dirichlet baseline and, tleaietls an improve-
ment of more than 34% compared to the other LM based expetéimen

5 Conclusion

In this paper, we showed a language model based framewosdfiorm improved
sentence retrieval in a question answering context. Themgagl was to improve
the accuracy of the system in order to return just a smallenbar of relevant
sentences. This reduces the search space of the followmgawents in a QA
system. Because these components are typically deeps@approaches which
strongly depend on the size of processing documents, suelp éssnecessary.

For this purpose, we first analyzed the user query by extrguttie expected
answer type and doing some other simple text manipulations.

After a language model based document retrieval step, viteugpihe documents
into smaller text passages in the size of sentences.

Then, theLSVLMtoolkit, a language model based framework we developed at
our department, was introduced. With this toolkit, we wepkedo conduct sen-
tence retrieval experiments in a more flexible way than witreostate-of-the-art
information retrieval frameworks. We conduct baselineegkpents with standard
TF-IDF and OKAPI as well as with language model based smogthiethods
like Jelinek—Mercer interpolation, Bayesian smoothinghvidirichlet priors and
absolute discounting.

We proved that Dirichlet priors baseline performs best fartask, so we de-
veloped our optimization steps on top of this approach.

In several experiments we illustrated that using query wenabval, dynamic stop-
word list weighting and stemming results in a performandge.da the last experi-
ment, we modeled the expected answer type of a user quethmtesed language
models. This approach performs better than the LM baselines least 25%.

We also proved that we need to return fewer sentences in trdehieve equal
or even better performance in terms of system accuracy. Sattaimed our goal
to reduce the search space for the following components iA &&nework.
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