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Abstract.
of natural language processing (NLP) in extracting knogéedor
the food domain. We identify potential scenarios that wekhare
particularly suitable for NLP techniques. As a source fdraoting
knowledge we will highlight the benefits of textual conterarh so-
cial media. Typical methods that we think would be suitabik ve

discussed. We will also address potential problems anddlitiat the
application of NLP methods may yield.

1 Introduction

Food plays an essential role in each of our lives. We do not onl
need it to survive but it has also significant social and caltas-
pects. Within the last fifty years, research in artificiakeltigence
(Al) has brought immense achievements for human society thé
result that, nowadays, Al technology is available in manstsoaf
our life. Due to the importance of food in our society and thaeyal
applicability of Al methods, it is only a natural consequettkat re-
search in the area of Al has also addressed tasks in the fondido

In this paper, we focus on one specific branch in artificiadlint
ligence, namely natural language processing (NLP). NLP lman
defined as the task of extracting meaningful content fronunaht
language utterances. Research in artificial intelligera@ressing
food-related tasks up to now focused on human-computeraicie
tion [2, 4, 11, 13, 14, 16, 17, 22], knowledge engineering7]land
image/video processing [21, 28]. Since there has only beenlit-
tle research examining the usefulness of NLP in tasks kklatéhe
food domain, we outline some directions of research thargihe
current state of the art we envisage to yield some poteriiate
precisely, we want to describe some scenarios in which NloFbea
leveraged in order to extrakhowledgeThe resulting roadmap is the
main contribution of this paper.

The basic task that all these scenarios involving NLP urelésl
the conversion of some written natural language text, omesun-
structured data, to some structured text. For example tasiesh as
Sentence 1, should be transformed to some relation (sitoitalogic
formula), such as Example 2.

1. luse shortcrust pastry for my apple pie.
2. Ingredient-of(shortcrust pastry, apple pie)

It is then the task of other disciplines, such as knowledggne®r-
ing, to incorporate these data into an information systeat skp-
ports a user in their decision making. (This step will not beezed in
this paper.) In this paper, we exclusively focus on knowtedgtrac-
tion from written text. This work expands on our prelimindiyd-
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In this paper, we present an outlook on the effectivenessngs presented in [29] which describes empirical work ofidealge

extraction in the food domain for German.

2 The Main Purpose of Artificial Intelligence in the
Food Domain

If one categorizes existing research in artificial intedlige dealing
with food according to their purposes, one actually findg thast

of them serve the same purpose. This research proposesliagies
that attempt to fix some undesirable behavior. In [12], suethm
ods are calledorrective technologiesMuch of previous work sup-
ports a user in cooking a meal [13, 14, 22, 25]. In these cdkes,
undesirable behavior can be considered the uncertaintyeapeéri-
ence of how to prepare a meal. Another line of research dettis w
supporting people with health-related problems, e.gofailhg a spe-
cific diet [2, 4, 11, 17]. In these works, the undesirable bairacan

be considered some improper diet. Some of previous work roay n
seem to address the fixing of an undesirable behavior, butoist m
of these cases theégydirectly address this issue as some intermediate
problem is solved. For example, the task of detecting howmfioed
has been consumed from a plate [16], the task of analyzimiidg
activity [28] or mastication [21] can be seen as intermextiaeps that
need to be dealt with in order to fully support humans in penfag

a diet.

We assume that a viable task in the food domain in which NLP
can be applied should also address the fixing of some unbksira
behavior. We even think that those two major scenarios ptede
above (i.epreparing a meabndfollowing a health-related digtare
actually ideal scenarios for applying NLP methods. We wititivate
this in detail in Section 5.

3 Benefit of State-of-the-art NLP in General

With today’s hardware capacity, a prominent advantage oP Nd
that it can process text at a speed that significantly exceedsn
performance and hence larger amounts of texts can be peatess
The type of information that can be extracted is usuallyriesd
to content that can be detected with the help of some surfate p
terns. Surface patterns usually comprise lexical knovdedmit it
may also include syntactic and semantic knowledge. We kil
trate this with an example. For a relation instance, sucBasbe-
Substituted-with(butter, margaringhere are many different ways of
how this relation instance can be expressed in natural Egyetext
as exemplified by Sentences 3-5.
3. luse margarine instead of butter.

4. Butter is often substituted by margarine.
5. For the apple pie we used margarine; | forgot to buy buttdreasupermarket.



Sentences 3 and 4 can be recognized with the help of NLP. Titis w
be explained in more detail in Section 6.3.2. To infer thiatien
from Sentence 5, however, extra-linguistic (pragmatichvidedge
would be required as there are no explicit lexical cues atitig the
given relation. The food itemmargarineandbutterare in different
clauses and there is no syntactic relationship between dhéssthat
could indicate some relation. Only by knowing that havingyfiten
butter at the supermarket is a justification of using margarone
can infer that the speaker would normally have taken bufiemm
this we can conclude that butter and margarine can be exetlang
with each other. This is some domain-specific knowledgeithex-
tremely hard, if not impossible, to acquire. In other wordish state-
of-the-art NLP it is not possible to fully comprehend an entext.

A deeper understanding of text can only be obtained if anlogyo
encoding word knowledge complements the linguistic amglyuch
endeavours only work for extremely closed-domain scesakitore-
over, they are much less efficient.

4 Social Media as the Source for Natural Language
Processing

When using NLP for a new domain, one also needs to answer wh
text source should be used for extracting content. Of comsteany
arbitrary text source is applicable. In order to qualify a®arce, the
text type needs to meet the two following criteria:

Firstly, the text type needs to contain sufficient domainkiedge.

In other words, if we choose a text type that only infrequentin-
tains content regarding food, then we are not very likelyxaet
any significant amount of knowledge. In the past, most reseir
NLP has been carried out on news corpora [15]. The topic that i
predominant on this text type are political affairs ratheart food-
related issues. Consequently, this text type would be ¢ Malue
for knowledge extraction of food relations.

Secondly, the text type should not only contain knowledgeuab
food that is already widely available in structured formsudh as
databases). Otherwise, there would hardly be any pointtraeting
knowledge from those texts as it would already be available.

Given these requirements, we argue that one particuladmis-
ing text type for the extraction of food-related knowledge social

in a hyponymy is-a) relationship. (Thus one can read off which food
items are a subtype or supertype of another item.) Socialaned
the other hand, also contain much subjective information.tia
web, users may not only exchange recipes but also discusshwhi
combination of food items thethink is appropriate or which items
can be used instead of each other. In addition to that, thgyaisa
exchange theiexperiencevith certain types of food, in particular, if
they are on a diet or have certain health conditions (sucliagies
diabetesor irritable bowel syndrompe

In our first preliminary work on knowledge acquisition in tioed
domain [29], a crawl from an internet forum has successfodign
used. Since that work is done on German, the largest Germban we
site dealing with food-related issues, nameﬂyefkoch.dé has been
crawled. The resulting data collection comprig&8, 558 webpages.

In the following section, we show that the information pdiahy
contained in these data (described above) would also benaaty
valuable for real-life scenarios.

5 Scenarios

One possible scenario that could make use of NLP and thatradso
é{vates our previous work in the food domain [29] is virtuaktomer
advice. We will now describe this setting and highlight wbhanefits
NLP would bring about in this task. Moreover, we will also ling
possible extensions to this scenario. We will focus on tinigle sce-
nario because it has many interesting facets that yield rpasgibil-
ities of applying different NLP methods. Moreover, thissago has
an obvious commercial potential. Commercial viabilityrigpiortant
for many new technologies to be developed, as it may fostgpen
ation between academia and industry.

The specific use case that is presented in [29] is assisting-a ¢
tomer in a supermarket in doing their shopping. Typicalatitins
that could arrive are that

a) a customer wants to organize an event and does not know what
food items or dishes are appropriate for that occasion;

b) a customer wants to prepare a meal but does not know what ing
dients are necessary;

c) a customer wants to purchase a product that is currentlyfou
stock and does not know what suitable substitutes there are;

media By social media, one understands those types of media (nes a customer has a certain health disposition (e.g. may ferisg

necessarily only textual data) that allow some interacbetween
the people who produce information and the people who coasum
Moreover, in social media the same person can assume bdibsa t
roles; a recipient of some information can be the producesoafe
other information in a different situation. The person whoduces
content can be any arbitragser. This has led to the coinage of the
termuser generated-content

The texts from the social-media domain that we are primanily
terested in arinternet forumsaandweblogs Apart from the fact that
large amounts of such texts are actually publicly availablg. they
can be downloaded via web crawlers, there is also a signiffran
portion dealing with food-related issues. This is becausel fis a
central issue in everyday life and, nowadays, almost evary gf
everyday life is reflected in social media in some way or theiot
Furthermore, we assume that the kind of food-related inédion
that can be found in social media is, to a large extent, comgfe
tary to what is found in existing resources. (In Section @@ will
give a typical example of the type of available resourcesdbiatains
information regarding food items.) The reason for that it tbx-
isting resources contain (uncontroversial) factual aontegarding
food items. For instance, there are ontologies that arrtoagkitems

from diabetes) and does not know which products are most suit
able for them.

All these cases are typical everyday life situations, allvbfch ex-
hibit a user need that cannot be immediately satisfied byrrimdie
tion that is available in a supermarkeln principle, these problems
could be solved by a large knowledge base containing refean
lations. For a), a relation table listing food items for dise events
would be required; for b), it would be a list of ingredientsidferent
dishes; for c), it would be a table containing pairs of foahis that
can be substituted with each other; and for d), it would bebéeta
listing food items recommended for people with a partictiealth
disposition. Social media cover those everyday-life poid but, to
a large extent, this information is only available in unstaned nat-
ural language text (e.g. as entries in an internet forunierathan
structured relation tables. Since we already stated inid@e8tthat
the speed of processing natural language text with NLP soéwan
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3 Of course, a shopping assistant could be consulted but mpstraarkets
will not have sufficient human resources to assist everyooust with their
individual problems.



significantly exceed human performance, the choice of ukibB
on extracting this knowledge from those weblogs or intefoatms
seems self-evident.

While [29] focuses on extracting structured knowledge, e® a
think that it would also be worthwhile providing entire (aedl lan-
guage) text passages in which particular relations have foeed.
The resulting applications may not be necessarily linketiécshop-
ping scenario mentioned above, though. As already outlim&kc-
tion 2, health-related issues play a major role when it cotngke
topic of food. Instead of building applications that jusnhtain the
knowledge of what types of food are recommendable for pewjite
a certain disposition or the information about which foatits are
healthy or unhealthy, we assume that providing contextnfatina-
tion might be beneficial in several respects. Contextuarmétion

available web crawlers, such Beritrix [23], can be used. Process-
ing these text documents in a naive way (e.qg. iterating tinoail
files line by line) is not feasible as it would take too muchdito
complete the process. Imagine, a system is asked to findredde
for Is-Healthy(broccoli) The first step would be finding passages (or
sentences) in which the two linguistic entitiesoccoli and healthy
co-occur. In order to obtain such text passages in real tineetext
documents need to be converted intaraex data structuréhat al-
lows for efficient retrieval. For example, a widely used kibthat
carries out such a conversion and also enables the retoévakt
passages using that representation formauisene[18]. The algo-
rithms that these tools implement are conceptually veryilaino
web search engines, such@sogle but these tools can be very flex-
ibly tailored to a specific application. For example, one deter-

helps a user to understand how a system has arrived at some sprine how the index representing the data collection is gainge

cific information. Thus, a user gains some trust in the kndgte
extraction system. In the ideal case, the context actuabyiges
some explanation or justification for a specific claim. Thiditional
information is in particular important if a claim that hasebefound
is controversial or, at least, not immediately compreh#asior in-
stance, if a system extracts the knowledgdiealthy(chocolate)a
user would remain unsatisfied with this unexpected clairessithey
are given some further background information as Sentenices.

5. Chocolate is healthy because it's high in magnesium aodges vitamin E and
vitamin B.

In particular, recent advances in shallow discourse psdegsnight
help to retrieve those passages which do not only contairecifgp
relation but also some justification [27] for it.

6 Methods

We will now describe a generic architecture which needs torbe
plemented in order to extract the type of knowledge from thelf
domain that we previously described. This architectutegtitated in
Figure 1) is a generalization of the system presented in [29]

NLP General
Tools Purpose
Ontology

Relation Extraction

Statistical Co-occurrence
N Measures
Pattern-based
Approaches
Linguistic Analysis

Web Crawling Indexation

Knowledge
Base

Figure 1. Generic architecture for knowledge acquisition using NLP.

6.1 Creating an Offline Index

In order to extract knowledge for the type of scenarios thatpwe-
sented in Section 5, text processing needs to be carriedndarge
amounts of data, i.e. texts comprising several million vgortexts

arranged. Moreover, much more sophisticated queries céorine-
lated in order to retrieve specific text passages.

6.2 Resources for Detecting Relevant Entities

Even though we want to extract knowledge from textual dat, w
also need some initial knowledge about our task domain. fror i
stance, if we want to extract the knowledge of what types ofifo
are usually consumed at a particular event, one needs to Kmew
set of possible events and a list of all kinds of food. The napgtro-
priate way to obtain such information is by incorporatinghgeal-
purpose ontologies. For English, for example, one couldemae
of WordNet[19] which is a lexical database that lists semantic
lations, such alyponymy(is-arelation) ormeronymy(part-of rela-
tion). These relations are not formulated between wordsdntepts
which are groups of words with a similar meaning, sgnonymsTo
obtain all words denoting food items one merely has to coliee
words associated with the concepts that are hyponynisoaf The
advantage of using such ontology instead of a mere list af ftmns
is that it allows some inferences which might be useful foowh
edge extraction. Imagine, for example, one is able to exfram
text the knowledgeSuits-to(cheese, picni¢)e. cheese is an appro-
priate type of food that can be consumed on a picnic). Fros thi
knowledge, one could also derive that this information distds
for a particular subtype of cheese, eegeddar Moreover, there can
also be situations in which the knowledge of synonyms is fieink
For instance, if the knowledgéan-be-Substituted-by(zucchini, egg-
plant) is extracted (i.e. zucchini is a good substitute for eggplan
and a user wants to obtain substitutesdabergine then the knowl-
edge from an ontology thatubergineandeggplantrefer to the same
type of vegetable helps to infer thaan-be-Substituted-by(zucchini,
aubergine)

=

e_

6.3 Relation Extraction

Once a text passage has been found in which two differerattarg
tities, for instance, the two food itenasicchiniandaubergineoccur,
one further needs to determine whether a particular rel&ibdds be-
tween those items (e.§.an-be-Substituted-by(zucchini, auberg)ne)
This is the task ofelation extraction

6.3.1 Statistical Co-occurrence

The simplest way to establish a relation is by measuring tifss
tical co-occurrence of entities between which there is mitaere-

must first be assembled from the web. For such a purposecpubli lation. Imagine, for instance, we want to extract the foeans that



are typically consumed at a given event, Belits-to(FOOD-ITEM,

With more sophisticated levels of representation that aedlable

EVENT) One possible way of extracting that knowledge is by mea-by state-of-the-art technology, these two sentences calsil be

suring for each possible event which of the entire set of fib@aths
co-occurs with it. The more often two expressions co-ocdtir @ach
other, the more likely there holds a specific relation betwenem.
For exampleyoast goosewill more often co-occur withChristmas
thanbananawill co-occur with it, asroast goosés a dish typically

consumed aChristmas The strength of co-occurrence can be de-

termined by applying standard measures, suchoa®-wise mutual
information[6]. Statistical co-occurrence is particularly suitabbe f
extracting relations which are difficult to grasp by meanseatual
patterns. For instance, in [29] it was found that lexicalscoephrases
(see Section 6.3.2) to indicate the relation tyhets-to(e.g. cues of
the formX is usually consumed/eaten at/on (eventyére less ef-
fective than co-occurrence measures. In particular, iethtities in-
volved in a relation do not appear close to each other, asstai
co-occurrence method may be suitable.

matched. By using a pattern that does not only employ lexidai-
mation but also syntactic information, such Xsfi ogi cal - obj ect
replace |by- obj ect Y, Sentence 7 could also be matched. This pat-
tern normalizes constructions, such as passive voice. dtterp says
that the relation holds betwe&mandY if there is the verleplaceand
its logical object (this corresponds to the direct objecBentence 6
but to the syntactic subject in Sentence 7 — both constiusebut-
ter) is X, while its by-object isy (this corresponds tmargaring. In
order to be able to match also Sentence 8 with a pattern, onklwo
additionally need to know thaeplaceandsubstituteare synonyms.
General-purpose ontologies, suchgsrdNet{19], can provide such
knowledge.

Another method to obtain patterns is to learn them from text.
order to do so, one needs labeled contexts, e.g. if pattermelation
type Can-be-Substituted-by(FOOD-ITEM, FOOD-ITEKe to be

The major shortcoming of this method is that it is completely learnt, sentences where instances of that relation aressga have

oblivious of the context in which the entity pairs appearisTib, in
particular, insufficient if there can be more than one retatiolding
between an entity pair. For example, if we applied this vegthad

in order to extract relation instances of the ty@n-be-Substituted-
by(FOOD-ITEM, FOOD-ITEM)as in Can-be-Substituted-by(fish
fingers, fish cake)then this would mean that we would have to
consider all potential pairs of food items. Unfortunatedy,fre-

to be collected. A sufficiently large amount of such labelathcen-
ables state-of-the-art supervised machine learning rdsttsuch as
Support Vector Maching®6], to be applied. A model produced by
such a classifier is a weighted set of features which alloletioa
instances to be extracted. In principle, the features cagirbiar to
the manually designed patterns. However, one typicallg asauch
larger set of features (patterns). One does not need todieau-

guent co-occurrence between two food items does not neeessaactly those features that are predictive. This is usualyrieby the

ily mean that this particular relation type, i.€an-be-Substituted-

classifier, i.e. highly weighted features roughly correspto the pre-

by, holds between those items. This is because there could alsiictive patterns. The features that are chosen as inputédeairning

be another relation holding between these two items, €an-
be-Served-with(FOOD-ITEM, FOOD-ITEMjs in Can-be-Served-
with(fish fingers, mashed potatoe®)ith regard to an entity pair of
type <FOOD-ITEM, EVENT>, there is actually only one likely re-
lation type, namelySuits-to Therefore, in order to decide whether
there holds such a relation between a specific event and #ispec
food item, one just needs to measure the degree of co-oacerrEor
extracting relations, such aSan-be-Substituted-by(FOOD-ITEM,
FOOD-ITEM)or Can-be-Served-with(FOOD-ITEM, FOOD-ITEM)
on the other hand, more complex processing involving a &onte
based analysis is required.

6.3.2 Pattern-based Approaches

As motivated in the previous section, for some relation $ypaore
context-aware methods, so-callgattern-base@pproaches, are nec-
essary in order to extract instances from text.

One obvious solution to obtain such patterns is by manuatits w
ing them as it has been done in [29]. The advantage of thissitiqn
method is that it usually yields very precise patterns. Tisadian-
tages are that the patterns are expensive to produce aseiipaiyer
expert knowledge and, moreover, tend to have a limited emeer
Of course, by considering levels of representation goinghe the
mere lexical surface form (as in our preliminary work [29f)daus-
ing some linguistic resources, one could achieve some gkrer
tion. For example, consider the simple sequential surfateim an
expert may come up with, such aplace X by Yin order to ex-
tract relation instances of tygean-be-Substituted-by(FOOD-ITEM,

algorithm can consequently be much more generic than mignual
designed surface patterns. Typical examples are words ot g&
guences between the arguments of a relation in a trainirtgrsesor
the syntactic relationship between the arguments (as shtave).
Since the feature space is usually fairly large, the ramylinodels
that are learnt can be much more expressive than a set of iyanua
defined surface patterns. In particular, the coverage afetimodels
may be much higher.

The downside of this method is of course the time effort ined|
in labeling the data. A standard way of acquiring such dataleévbe
annotating large amounts of textual data, sentence byrssntand
mark the entities (in the text) between which there holdstanget
relation type, e.gCan-be-Substituted-bifortunately, there are alter
native methods that try to reduce that annotation efforé @lass of
methods commonly referred to distant supervisiofi20] is a fairly
recent methodology that could be applicable. It makes icesam-
plifying) assumptions about the realization of relatidmsttcan dras-
tically speed up the annotation process. Instead of aningteexts
from scratch, one could, for instance, define a set of prpto#y ar-
guments of the target relation type, esfish fingersfish cake- or
<margarine butter> for Can-be-Substituted-bynd then consider
sentences in which those entities co-occur, for examplécBee 9,
as positive training data.

9. | often usemargarineinstead obutter.

So, instead oflirectly labeling sentences, one just needs to formu-
late argument pairs. The remaining steps of this method eatobe
fully automatically. This annotation is much less time aaning

FOOD-ITEM). This pattern would match Sentence 6. Sentences Bince common argument pairs can have quite many matchei with

and 8, on the other hand, would be missed.

6. You can replace butter by margarine.
7. Butteris often replaced by margarine.
8. Butter is often substituted by margarine.

a large corpus. Moreover, the gold standard used in oumpirgdiry

work [29] introduced in [30] could be used for that very puspo
Of course, there are limitations to this approach. One assuhat

the co-occurrence of two entity pairs will always repredaettarget



relation type. However, in some sentence their occurrenoé&de
co-incidental, such as the co-occurrencenargarineand butterin
Sentence 10 (although if the chosen argument pairs are gotat p
types, this situation will rarely occur and thus not criligamar the
quality of the training data).

10. Ijust went to the supermarket to buy somargarine butter, cheese, vegetables
and potatoes.

6.3.3 Beyond Simple Patterns — Why further linguistic
analysis might be helpful

Most pattern-based approaches focus on a propositiorelldétow
a relation is expressed. However, we observed that for setae r
tion types it is vital to consider thembeddingof those proposi-
tions as it may discard the (general) validity of the proposi For
instance, consider the relation instariseHealthy(beans)With a
pattern-based approach, it would be easy to detect a typicair-
rence, such as Sentence 11. Imagine, for example, thatearpat-

quenceX BE* healthyhas been acquired. However, this sequence
would also fire in Sentences 12-16 even though none of these se

tences entails that statemént.

. Beans are healthy

. Idon't think thatbeans are healthy

. I really wonder whethdseans are healthy

. My aunt claims thabeans are healthy(But this is wrong!)

. Beans are healthigthan chocolate.
. It could be thabeans are healthy

Sentence 12 is negated, Sentence 13 is an indirect queSgan,
tence 14 reports somebody else’s belief, Sentence 15 isjgazison,
while in Sentence 16 there is a modal embedding. Some agpi®pr
linguistic analysis (even with current state-of-the-attPNtechnol-
ogy) should be able to detect these types of embeddingsdlivies
common tasks, such aegation detectiofi3, 24] (Sentence 12) or

opinion holder extractiorf5] (Sentence 14) that are mostly depen-

dent on lexical and syntactic information. This linguiséinalysis
could be used as an additional rule that undoes an erronetes-d
tion of a relation by a pattern-based approach.

7 Difficulties and How They can be Solved

We already pointed out in Section 3 that for state-of-tHeNaP it is
not possible to achieve a full textual understanding. Inipalar, re-
lations that require some pragmatic knowledge cannot baaeed.
In this section, we will not discuss the difficulties of NLPtire-
gard to that particular problem but focus on difficultiestttypically
arise with those types of methods that we proposed in théquev
sections. We believe that these difficulties are more imntipeob-
lems to the task and that they are also more likely to solvekbéat
partially) in the near future.

As stated previously in this paper, the text type we think @&t
suitable from which to extract knowledge regarding food $em
generated content from the web. Irrespective of the coatask that
is to be carried out on these data, the text type itself ajreadails
a significant problem. User-generated content is typigailysubject
to any checking that the texts that are produced are suitdblacon-
sequence of that, texts may contain errors on various leWdsds
may be misspelt, sentences may be ungrammatical, wordiggoma

4 By BE all inflectional forms of the verto beare meant, i.eam is, are,
was wereetc.

5 We assume that Sentence 15 may also match as one usuallylizesma
word forms, schealthierwould be reduced to the positivealthy

inaccurate or misleading, and even complete statementbmay
comprehensible. Moreover, statements may be off-topidfensive
(e.g. flames). Of course, this has a negative impact on NLRaodst
as the largest part of research in NLP assumes that the temts c
tain no errors. If words are misspelt, they cannot be prgpedog-
nized. WordNet (Section 6.2), for example, cannot antteipacor-
rect spelling since it only contains correctly spellt exdriln the pre-
vious section we stated that some methods to extract netatemuire
some linguistic analysis. These analyses are typicallgywed by a
parser. Not only ungrammatical sentences may negativédgtahe
analyses made by such parsers. Most automatic syntactisasae-
quire that all words of a sentence have been recognized ahtdath
the wording and the syntactic constructions resemble ttatz on
which the parser has been developed. In spite of deviatioparser
may produce an analysis but the analysis may be very wrong.
the majority of NLP tools are developed on regulédy) newswire
texts, one has to expect a significalmain mismatchvhen using
those tools on other text types.

Only until recently, the necessity of adapting common NL&lgo
to other domains, in particular noisy text types as can beddn
social media, has been addressed in research. Alreadd! mifperi-
ments on that task yield promising results [8, 9, 10]. Whatlihe of
research mostly attempts is capturing systematics behisspeiling
words and training parsers on those sentences that are epoesen-
tative of the target domain than traditional newswire tefEfus, to
some extent, systematic ungrammaticality can be learm ffmse
data.) As this line of research is still in its infancy, up toan there
are no NLP tools publicly available that have been tuned é&s¢h
special data.

As a consequence, the question, of course, may arise wtather
research on social media is premature and should be cautetke
spite the lack of NLP tools that work sufficiently well on theeu-
generated content. Moreover, these adaptation efforisowiy be
able to solve some of those problems that are inherent todmagin.
Inaccurate wording or incomprehensible statements vililiretnain
a problem. Fortunately, not every sentence in user-gesgraits
contains these errors. After all, even with our preliminagrk [29],

we could show that some knowledge can be extracted. However,

more research needs to be carried out in order to quantifynthe
pact of those errors.

Irrespective of the technical problems that may occur dutive
automatic extraction of knowledge, one may also wonder howim
knowledge is actually encoded in the data available. Aftertlae
text corpora on which data are extracted can only be finitereMo
over, we just mentioned that in some way we rely on relatiorset
mentioned several times within our text collection. In tharst case,
we would only be able to extract frequently occurring relas that
are already common knowledge (e.g. relations of the §pa-be-
Substituted-by(butter, margarinje)n other words, we would extract
only that information that is not worth to be included in acp#y
built knowledge base since every ordinary person alreadytinz
knowledge. At this point in time, without some thorough enugail
analysis, no definite judgement can be rendered. ThereigJas,
one insight that may support the usefulness of the apprdestbhed
in this paper, which is that social media are rapidly anddstggrow-
ing. A natural consequence of this is that the knowledgedhaatbe
extracted by state-of-the-art NLP methods may increasea 8sla-
tion that cannot be extracted from textual data today becéus
either not contained in those data or occurs too infrequelutes not
mean that it cannot be extracted from similar domain datafawa
years’ time. By then, there is much more text available thay -

As



low automatic NLP techniques to successfully extract téiation.

8 Conclusion

In this paper, we presented an outlook on the effectivenebi B
in applications in the food domain. We identified two potehsice-
narios, namely advice on preparing meals and health-telaseles,
that predominate research in the food domain with regardifocal
intelligence and found that these scenarios are also cuitehée for
NLP techniques. As a source for extracting knowledge weradl
the benefits of social media. Different extraction methadaging
from co-occurrence measures to more complex linguistityaas,
were discussed. Finally, we also addressed potential gmbthat
NLP methods may cause on the tasks we have proposed.
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