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Abstract. In this paper, we present an outlook on the effectiveness
of natural language processing (NLP) in extracting knowledge for
the food domain. We identify potential scenarios that we think are
particularly suitable for NLP techniques. As a source for extracting
knowledge we will highlight the benefits of textual content from so-
cial media. Typical methods that we think would be suitable will be
discussed. We will also address potential problems and limits that the
application of NLP methods may yield.

1 Introduction

Food plays an essential role in each of our lives. We do not only
need it to survive but it has also significant social and cultural as-
pects. Within the last fifty years, research in artificial intelligence
(AI) has brought immense achievements for human society with the
result that, nowadays, AI technology is available in many parts of
our life. Due to the importance of food in our society and the general
applicability of AI methods, it is only a natural consequence that re-
search in the area of AI has also addressed tasks in the food domain.

In this paper, we focus on one specific branch in artificial intel-
ligence, namely natural language processing (NLP). NLP canbe
defined as the task of extracting meaningful content from natural
language utterances. Research in artificial intelligence addressing
food-related tasks up to now focused on human-computer interac-
tion [2, 4, 11, 13, 14, 16, 17, 22], knowledge engineering [1,7] and
image/video processing [21, 28]. Since there has only been very lit-
tle research examining the usefulness of NLP in tasks related to the
food domain, we outline some directions of research that given the
current state of the art we envisage to yield some potential.More
precisely, we want to describe some scenarios in which NLP can be
leveraged in order to extractknowledge. The resulting roadmap is the
main contribution of this paper.

The basic task that all these scenarios involving NLP underlie is
the conversion of some written natural language text, i.e. some un-
structured data, to some structured text. For example, a text, such as
Sentence 1, should be transformed to some relation (similarto a logic
formula), such as Example 2.

1. I use shortcrust pastry for my apple pie.
2. Ingredient-of(shortcrust pastry, apple pie)

It is then the task of other disciplines, such as knowledge engineer-
ing, to incorporate these data into an information system that sup-
ports a user in their decision making. (This step will not be covered in
this paper.) In this paper, we exclusively focus on knowledge extrac-
tion from written text. This work expands on our preliminaryfind-
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ings presented in [29] which describes empirical work of knowledge
extraction in the food domain for German.

2 The Main Purpose of Artificial Intelligence in the
Food Domain

If one categorizes existing research in artificial intelligence dealing
with food according to their purposes, one actually finds that most
of them serve the same purpose. This research proposes technologies
that attempt to fix some undesirable behavior. In [12], such meth-
ods are calledcorrective technologies. Much of previous work sup-
ports a user in cooking a meal [13, 14, 22, 25]. In these cases,the
undesirable behavior can be considered the uncertainty or inexperi-
ence of how to prepare a meal. Another line of research deals with
supporting people with health-related problems, e.g. following a spe-
cific diet [2, 4, 11, 17]. In these works, the undesirable behavior can
be considered some improper diet. Some of previous work may not
seem to address the fixing of an undesirable behavior, but in most
of these cases theyindirectly address this issue as some intermediate
problem is solved. For example, the task of detecting how much food
has been consumed from a plate [16], the task of analyzing drinking
activity [28] or mastication [21] can be seen as intermediate steps that
need to be dealt with in order to fully support humans in performing
a diet.

We assume that a viable task in the food domain in which NLP
can be applied should also address the fixing of some undesirable
behavior. We even think that those two major scenarios presented
above (i.e.preparing a mealandfollowing a health-related diet) are
actually ideal scenarios for applying NLP methods. We will motivate
this in detail in Section 5.

3 Benefit of State-of-the-art NLP in General

With today’s hardware capacity, a prominent advantage of NLP is
that it can process text at a speed that significantly exceedshuman
performance and hence larger amounts of texts can be processed.

The type of information that can be extracted is usually restricted
to content that can be detected with the help of some surface pat-
terns. Surface patterns usually comprise lexical knowledge, but it
may also include syntactic and semantic knowledge. We will illus-
trate this with an example. For a relation instance, such asCan-be-
Substituted-with(butter, margarine), there are many different ways of
how this relation instance can be expressed in natural language text
as exemplified by Sentences 3-5.

3. I use margarine instead of butter.
4. Butter is often substituted by margarine.
5. For the apple pie we used margarine; I forgot to buy butter at the supermarket.



Sentences 3 and 4 can be recognized with the help of NLP. This will
be explained in more detail in Section 6.3.2. To infer this relation
from Sentence 5, however, extra-linguistic (pragmatic) knowledge
would be required as there are no explicit lexical cues indicating the
given relation. The food itemsmargarineandbutterare in different
clauses and there is no syntactic relationship between the words that
could indicate some relation. Only by knowing that having forgotten
butter at the supermarket is a justification of using margarine, one
can infer that the speaker would normally have taken butter.From
this we can conclude that butter and margarine can be exchanged
with each other. This is some domain-specific knowledge thatis ex-
tremely hard, if not impossible, to acquire. In other words,with state-
of-the-art NLP it is not possible to fully comprehend an entire text.
A deeper understanding of text can only be obtained if an ontology
encoding word knowledge complements the linguistic analysis. Such
endeavours only work for extremely closed-domain scenarios. More-
over, they are much less efficient.

4 Social Media as the Source for Natural Language
Processing

When using NLP for a new domain, one also needs to answer what
text source should be used for extracting content. Of course, not any
arbitrary text source is applicable. In order to qualify as asource, the
text type needs to meet the two following criteria:

Firstly, the text type needs to contain sufficient domain knowledge.
In other words, if we choose a text type that only infrequently con-
tains content regarding food, then we are not very likely to extract
any significant amount of knowledge. In the past, most research in
NLP has been carried out on news corpora [15]. The topic that is
predominant on this text type are political affairs rather than food-
related issues. Consequently, this text type would be of little value
for knowledge extraction of food relations.

Secondly, the text type should not only contain knowledge about
food that is already widely available in structured format (such as
databases). Otherwise, there would hardly be any point in extracting
knowledge from those texts as it would already be available.

Given these requirements, we argue that one particularly promis-
ing text type for the extraction of food-related knowledge are social
media. By social media, one understands those types of media (not
necessarily only textual data) that allow some interactionbetween
the people who produce information and the people who consume it.
Moreover, in social media the same person can assume both of these
roles; a recipient of some information can be the producer ofsome
other information in a different situation. The person who produces
content can be any arbitraryuser. This has led to the coinage of the
termuser generated-content.

The texts from the social-media domain that we are primarilyin-
terested in areinternet forumsandweblogs. Apart from the fact that
large amounts of such texts are actually publicly available, e.g. they
can be downloaded via web crawlers, there is also a significant pro-
portion dealing with food-related issues. This is because food is a
central issue in everyday life and, nowadays, almost every part of
everyday life is reflected in social media in some way or the other.
Furthermore, we assume that the kind of food-related information
that can be found in social media is, to a large extent, complemen-
tary to what is found in existing resources. (In Section 6.2,we will
give a typical example of the type of available resources that contains
information regarding food items.) The reason for that is that ex-
isting resources contain (uncontroversial) factual content regarding
food items. For instance, there are ontologies that arrangefood items

in a hyponymy (is-a) relationship. (Thus one can read off which food
items are a subtype or supertype of another item.) Social media, on
the other hand, also contain much subjective information. On the
web, users may not only exchange recipes but also discuss which
combination of food items theythink is appropriate or which items
can be used instead of each other. In addition to that, they may also
exchange theirexperiencewith certain types of food, in particular, if
they are on a diet or have certain health conditions (such asallergies,
diabetesor irritable bowel syndrome).

In our first preliminary work on knowledge acquisition in thefood
domain [29], a crawl from an internet forum has successfullybeen
used. Since that work is done on German, the largest German web-
site dealing with food-related issues, namelychefkoch.de2, has been
crawled. The resulting data collection comprises418, 558 webpages.

In the following section, we show that the information potentially
contained in these data (described above) would also be extremely
valuable for real-life scenarios.

5 Scenarios

One possible scenario that could make use of NLP and that alsomo-
tivates our previous work in the food domain [29] is virtual customer
advice. We will now describe this setting and highlight whatbenefits
NLP would bring about in this task. Moreover, we will also outline
possible extensions to this scenario. We will focus on this single sce-
nario because it has many interesting facets that yield manypossibil-
ities of applying different NLP methods. Moreover, this scenario has
an obvious commercial potential. Commercial viability is important
for many new technologies to be developed, as it may foster cooper-
ation between academia and industry.

The specific use case that is presented in [29] is assisting a cus-
tomer in a supermarket in doing their shopping. Typical situations
that could arrive are that

a) a customer wants to organize an event and does not know what
food items or dishes are appropriate for that occasion;

b) a customer wants to prepare a meal but does not know what ingre-
dients are necessary;

c) a customer wants to purchase a product that is currently out of
stock and does not know what suitable substitutes there are;

d) a customer has a certain health disposition (e.g. may be suffering
from diabetes) and does not know which products are most suit-
able for them.

All these cases are typical everyday life situations, all ofwhich ex-
hibit a user need that cannot be immediately satisfied by informa-
tion that is available in a supermarket.3 In principle, these problems
could be solved by a large knowledge base containing relevant re-
lations. For a), a relation table listing food items for diverse events
would be required; for b), it would be a list of ingredients ofdifferent
dishes; for c), it would be a table containing pairs of food items that
can be substituted with each other; and for d), it would be a table
listing food items recommended for people with a particularhealth
disposition. Social media cover those everyday-life problems but, to
a large extent, this information is only available in unstructured nat-
ural language text (e.g. as entries in an internet forum) rather than
structured relation tables. Since we already stated in Section 3 that
the speed of processing natural language text with NLP software can

2 www.chefkoch.de
3 Of course, a shopping assistant could be consulted but most supermarkets

will not have sufficient human resources to assist every customer with their
individual problems.



significantly exceed human performance, the choice of usingNLP
on extracting this knowledge from those weblogs or internetforums
seems self-evident.

While [29] focuses on extracting structured knowledge, we also
think that it would also be worthwhile providing entire (natural lan-
guage) text passages in which particular relations have been found.
The resulting applications may not be necessarily linked tothe shop-
ping scenario mentioned above, though. As already outlinedin Sec-
tion 2, health-related issues play a major role when it comesto the
topic of food. Instead of building applications that just contain the
knowledge of what types of food are recommendable for peoplewith
a certain disposition or the information about which food items are
healthy or unhealthy, we assume that providing contextual informa-
tion might be beneficial in several respects. Contextual information
helps a user to understand how a system has arrived at some spe-
cific information. Thus, a user gains some trust in the knowledge-
extraction system. In the ideal case, the context actually provides
some explanation or justification for a specific claim. This additional
information is in particular important if a claim that has been found
is controversial or, at least, not immediately comprehensible. For in-
stance, if a system extracts the knowledgeIs-Healthy(chocolate), a
user would remain unsatisfied with this unexpected claim unless they
are given some further background information as Sentence 5does.

5. Chocolate is healthy because it’s high in magnesium and provides vitamin E and
vitamin B.

In particular, recent advances in shallow discourse processing might
help to retrieve those passages which do not only contain a specific
relation but also some justification [27] for it.

6 Methods

We will now describe a generic architecture which needs to beim-
plemented in order to extract the type of knowledge from the food
domain that we previously described. This architecture (illustrated in
Figure 1) is a generalization of the system presented in [29].

Figure 1. Generic architecture for knowledge acquisition using NLP.

6.1 Creating an Offline Index

In order to extract knowledge for the type of scenarios that we pre-
sented in Section 5, text processing needs to be carried out on large
amounts of data, i.e. texts comprising several million words. Texts
must first be assembled from the web. For such a purpose, publicly

available web crawlers, such asHeritrix [23], can be used. Process-
ing these text documents in a naive way (e.g. iterating through all
files line by line) is not feasible as it would take too much time to
complete the process. Imagine, a system is asked to find evidence
for Is-Healthy(broccoli). The first step would be finding passages (or
sentences) in which the two linguistic entitiesbroccoli andhealthy
co-occur. In order to obtain such text passages in real time,the text
documents need to be converted into anindex data structurethat al-
lows for efficient retrieval. For example, a widely used toolkit that
carries out such a conversion and also enables the retrievalof text
passages using that representation format isLucene[18]. The algo-
rithms that these tools implement are conceptually very similar to
web search engines, such asGoogle, but these tools can be very flex-
ibly tailored to a specific application. For example, one candeter-
mine how the index representing the data collection is goingto be
arranged. Moreover, much more sophisticated queries can beformu-
lated in order to retrieve specific text passages.

6.2 Resources for Detecting Relevant Entities

Even though we want to extract knowledge from textual data, we
also need some initial knowledge about our task domain. For in-
stance, if we want to extract the knowledge of what types of food
are usually consumed at a particular event, one needs to knowthe
set of possible events and a list of all kinds of food. The mostappro-
priate way to obtain such information is by incorporating general-
purpose ontologies. For English, for example, one could make use
of WordNet[19] which is a lexical database that lists semantic re-
lations, such ashyponymy(is-a relation) ormeronymy(part-of rela-
tion). These relations are not formulated between words butconcepts
which are groups of words with a similar meaning, i.e.synonyms. To
obtain all words denoting food items one merely has to collect the
words associated with the concepts that are hyponyms offood. The
advantage of using such ontology instead of a mere list of food items
is that it allows some inferences which might be useful for knowl-
edge extraction. Imagine, for example, one is able to extract from
text the knowledgeSuits-to(cheese, picnic)(i.e. cheese is an appro-
priate type of food that can be consumed on a picnic). From this
knowledge, one could also derive that this information alsoholds
for a particular subtype of cheese, e.g.cheddar. Moreover, there can
also be situations in which the knowledge of synonyms is beneficial.
For instance, if the knowledgeCan-be-Substituted-by(zucchini, egg-
plant) is extracted (i.e. zucchini is a good substitute for eggplant),
and a user wants to obtain substitutes foraubergine, then the knowl-
edge from an ontology thataubergineandeggplantrefer to the same
type of vegetable helps to infer thatCan-be-Substituted-by(zucchini,
aubergine).

6.3 Relation Extraction

Once a text passage has been found in which two different target en-
tities, for instance, the two food itemszucchiniandaubergineoccur,
one further needs to determine whether a particular relation holds be-
tween those items (e.g.Can-be-Substituted-by(zucchini, aubergine)).
This is the task ofrelation extraction.

6.3.1 Statistical Co-occurrence

The simplest way to establish a relation is by measuring the statis-
tical co-occurrence of entities between which there is potential re-
lation. Imagine, for instance, we want to extract the food items that



are typically consumed at a given event, i.e.Suits-to(FOOD-ITEM,
EVENT). One possible way of extracting that knowledge is by mea-
suring for each possible event which of the entire set of fooditems
co-occurs with it. The more often two expressions co-occur with each
other, the more likely there holds a specific relation between them.
For example,roast goosewill more often co-occur withChristmas
thanbananawill co-occur with it, asroast gooseis a dish typically
consumed atChristmas. The strength of co-occurrence can be de-
termined by applying standard measures, such aspoint-wise mutual
information[6]. Statistical co-occurrence is particularly suitable for
extracting relations which are difficult to grasp by means oftextual
patterns. For instance, in [29] it was found that lexical cues or phrases
(see Section 6.3.2) to indicate the relation typeSuits-to(e.g. cues of
the formX is usually consumed/eaten at/on (event) Y) were less ef-
fective than co-occurrence measures. In particular, if theentities in-
volved in a relation do not appear close to each other, a statistical
co-occurrence method may be suitable.

The major shortcoming of this method is that it is completely
oblivious of the context in which the entity pairs appear. This is, in
particular, insufficient if there can be more than one relation holding
between an entity pair. For example, if we applied this very method
in order to extract relation instances of the typeCan-be-Substituted-
by(FOOD-ITEM, FOOD-ITEM)as in Can-be-Substituted-by(fish
fingers, fish cake), then this would mean that we would have to
consider all potential pairs of food items. Unfortunately,a fre-
quent co-occurrence between two food items does not necessar-
ily mean that this particular relation type, i.e.Can-be-Substituted-
by, holds between those items. This is because there could also
be another relation holding between these two items, e.g.Can-
be-Served-with(FOOD-ITEM, FOOD-ITEM)as in Can-be-Served-
with(fish fingers, mashed potatoes). With regard to an entity pair of
type<FOOD-ITEM, EVENT>, there is actually only one likely re-
lation type, namelySuits-to. Therefore, in order to decide whether
there holds such a relation between a specific event and a specific
food item, one just needs to measure the degree of co-occurrence. For
extracting relations, such asCan-be-Substituted-by(FOOD-ITEM,
FOOD-ITEM)or Can-be-Served-with(FOOD-ITEM, FOOD-ITEM),
on the other hand, more complex processing involving a context-
based analysis is required.

6.3.2 Pattern-based Approaches

As motivated in the previous section, for some relation types, more
context-aware methods, so-calledpattern-basedapproaches, are nec-
essary in order to extract instances from text.

One obvious solution to obtain such patterns is by manually writ-
ing them as it has been done in [29]. The advantage of this acquisition
method is that it usually yields very precise patterns. The disadvan-
tages are that the patterns are expensive to produce as they require
expert knowledge and, moreover, tend to have a limited coverage.
Of course, by considering levels of representation going beyond the
mere lexical surface form (as in our preliminary work [29]) and us-
ing some linguistic resources, one could achieve some generaliza-
tion. For example, consider the simple sequential surface pattern an
expert may come up with, such asreplace X by Y, in order to ex-
tract relation instances of typeCan-be-Substituted-by(FOOD-ITEM,
FOOD-ITEM). This pattern would match Sentence 6. Sentences 7
and 8, on the other hand, would be missed.

6. You can replace butter by margarine.
7. Butter is often replaced by margarine.
8. Butter is often substituted by margarine.

With more sophisticated levels of representation that are available
by state-of-the-art technology, these two sentences couldalso be
matched. By using a pattern that does not only employ lexicalinfor-
mation but also syntactic information, such asX ↑logical-object

replace↓by-object Y , Sentence 7 could also be matched. This pat-
tern normalizes constructions, such as passive voice. The pattern says
that the relation holds betweenX andY if there is the verbreplaceand
its logical object (this corresponds to the direct object inSentence 6
but to the syntactic subject in Sentence 7 – both constituents arebut-
ter) is X, while its by-object isY (this corresponds tomargarine). In
order to be able to match also Sentence 8 with a pattern, one would
additionally need to know thatreplaceandsubstituteare synonyms.
General-purpose ontologies, such asWordNet[19], can provide such
knowledge.

Another method to obtain patterns is to learn them from text.In
order to do so, one needs labeled contexts, e.g. if patterns for relation
type Can-be-Substituted-by(FOOD-ITEM, FOOD-ITEM)are to be
learnt, sentences where instances of that relation are expressed have
to be collected. A sufficiently large amount of such labeled data en-
ables state-of-the-art supervised machine learning methods, such as
Support Vector Machines[26], to be applied. A model produced by
such a classifier is a weighted set of features which allows relation
instances to be extracted. In principle, the features can besimilar to
the manually designed patterns. However, one typically uses a much
larger set of features (patterns). One does not need to include ex-
actly those features that are predictive. This is usually learnt by the
classifier, i.e. highly weighted features roughly correspond to the pre-
dictive patterns. The features that are chosen as input for the learning
algorithm can consequently be much more generic than manually
designed surface patterns. Typical examples are words or word se-
quences between the arguments of a relation in a training sentence or
the syntactic relationship between the arguments (as shownabove).
Since the feature space is usually fairly large, the resulting models
that are learnt can be much more expressive than a set of manually
defined surface patterns. In particular, the coverage of those models
may be much higher.

The downside of this method is of course the time effort involved
in labeling the data. A standard way of acquiring such data would be
annotating large amounts of textual data, sentence by sentence, and
mark the entities (in the text) between which there holds thetarget
relation type, e.g.Can-be-Substituted-by. Fortunately, there are alter-
native methods that try to reduce that annotation effort. The class of
methods commonly referred to asdistant supervision[20] is a fairly
recent methodology that could be applicable. It makes certain (sim-
plifying) assumptions about the realization of relations that can dras-
tically speed up the annotation process. Instead of annotating texts
from scratch, one could, for instance, define a set of prototypical ar-
guments of the target relation type, e.g.<fish fingers, fish cake> or
<margarine, butter> for Can-be-Substituted-by, and then consider
sentences in which those entities co-occur, for example Sentence 9,
as positive training data.

9. I often usemargarineinstead ofbutter.

So, instead ofdirectly labeling sentences, one just needs to formu-
late argument pairs. The remaining steps of this method can be done
fully automatically. This annotation is much less time consuming
since common argument pairs can have quite many matches within
a large corpus. Moreover, the gold standard used in our preliminary
work [29] introduced in [30] could be used for that very purpose.

Of course, there are limitations to this approach. One assumes that
the co-occurrence of two entity pairs will always representthe target



relation type. However, in some sentence their occurrence could be
co-incidental, such as the co-occurrence ofmargarineandbutter in
Sentence 10 (although if the chosen argument pairs are good proto-
types, this situation will rarely occur and thus not critically mar the
quality of the training data).

10. I just went to the supermarket to buy somemargarine, butter, cheese, vegetables
and potatoes.

6.3.3 Beyond Simple Patterns – Why further linguistic
analysis might be helpful

Most pattern-based approaches focus on a propositional level of how
a relation is expressed. However, we observed that for some rela-
tion types it is vital to consider theembeddingof those proposi-
tions as it may discard the (general) validity of the proposition. For
instance, consider the relation instanceIs-Healthy(beans). With a
pattern-based approach, it would be easy to detect a typicaloccur-
rence, such as Sentence 11. Imagine, for example, that a pattern se-
quenceX BE4 healthyhas been acquired. However, this sequence
would also fire in Sentences 12-16 even though none of these sen-
tences entails that statement.5

11. Beans are healthy.
12. I don’t think thatbeans are healthy.
13. I really wonder whetherbeans are healthy.
14. My aunt claims thatbeans are healthy. (But this is wrong!)
15. Beans are healthierthan chocolate.
16. It could be thatbeans are healthy.

Sentence 12 is negated, Sentence 13 is an indirect question,Sen-
tence 14 reports somebody else’s belief, Sentence 15 is a comparison,
while in Sentence 16 there is a modal embedding. Some appropriate
linguistic analysis (even with current state-of-the-art NLP technol-
ogy) should be able to detect these types of embeddings. It involves
common tasks, such asnegation detection[3, 24] (Sentence 12) or
opinion holder extraction[5] (Sentence 14) that are mostly depen-
dent on lexical and syntactic information. This linguisticanalysis
could be used as an additional rule that undoes an erroneous detec-
tion of a relation by a pattern-based approach.

7 Difficulties and How They can be Solved

We already pointed out in Section 3 that for state-of-the-art NLP it is
not possible to achieve a full textual understanding. In particular, re-
lations that require some pragmatic knowledge cannot be extracted.
In this section, we will not discuss the difficulties of NLP with re-
gard to that particular problem but focus on difficulties that typically
arise with those types of methods that we proposed in the previous
sections. We believe that these difficulties are more imminent prob-
lems to the task and that they are also more likely to solved (at least
partially) in the near future.

As stated previously in this paper, the text type we think is most
suitable from which to extract knowledge regarding food is user-
generated content from the web. Irrespective of the concrete task that
is to be carried out on these data, the text type itself already entails
a significant problem. User-generated content is typicallynot subject
to any checking that the texts that are produced are suitable. As a con-
sequence of that, texts may contain errors on various levels. Words
may be misspelt, sentences may be ungrammatical, wording may be

4 By BE all inflectional forms of the verbto beare meant, i.e.am, is, are,
was, wereetc.

5 We assume that Sentence 15 may also match as one usually normalizes
word forms, sohealthierwould be reduced to the positivehealthy.

inaccurate or misleading, and even complete statements maybe in-
comprehensible. Moreover, statements may be off-topic or offensive
(e.g. flames). Of course, this has a negative impact on NLP methods
as the largest part of research in NLP assumes that the texts con-
tain no errors. If words are misspelt, they cannot be properly recog-
nized. WordNet (Section 6.2), for example, cannot anticipate incor-
rect spelling since it only contains correctly spellt entries. In the pre-
vious section we stated that some methods to extract relations require
some linguistic analysis. These analyses are typically produced by a
parser. Not only ungrammatical sentences may negatively affect the
analyses made by such parsers. Most automatic syntactic analyses re-
quire that all words of a sentence have been recognized and that both
the wording and the syntactic constructions resemble thosedata on
which the parser has been developed. In spite of deviations,a parser
may produce an analysis but the analysis may be very wrong. As
the majority of NLP tools are developed on regular (tidy) newswire
texts, one has to expect a significantdomain mismatchwhen using
those tools on other text types.

Only until recently, the necessity of adapting common NLP tools
to other domains, in particular noisy text types as can be found in
social media, has been addressed in research. Already initial experi-
ments on that task yield promising results [8, 9, 10]. What this line of
research mostly attempts is capturing systematics behind misspelling
words and training parsers on those sentences that are more represen-
tative of the target domain than traditional newswire texts. (Thus, to
some extent, systematic ungrammaticality can be learnt from those
data.) As this line of research is still in its infancy, up to now, there
are no NLP tools publicly available that have been tuned to these
special data.

As a consequence, the question, of course, may arise whetherany
research on social media is premature and should be carried out de-
spite the lack of NLP tools that work sufficiently well on the user-
generated content. Moreover, these adaptation efforts will only be
able to solve some of those problems that are inherent to thatdomain.
Inaccurate wording or incomprehensible statements will still remain
a problem. Fortunately, not every sentence in user-generated texts
contains these errors. After all, even with our preliminarywork [29],
we could show that some knowledge can be extracted. However,
more research needs to be carried out in order to quantify theim-
pact of those errors.

Irrespective of the technical problems that may occur during the
automatic extraction of knowledge, one may also wonder how much
knowledge is actually encoded in the data available. After all, the
text corpora on which data are extracted can only be finite. More-
over, we just mentioned that in some way we rely on relations to be
mentioned several times within our text collection. In the worst case,
we would only be able to extract frequently occurring relations that
are already common knowledge (e.g. relations of the typeCan-be-
Substituted-by(butter, margarine)). In other words, we would extract
only that information that is not worth to be included in a specially
built knowledge base since every ordinary person already has that
knowledge. At this point in time, without some thorough empirical
analysis, no definite judgement can be rendered. There is, however,
one insight that may support the usefulness of the approach sketched
in this paper, which is that social media are rapidly and steadily grow-
ing. A natural consequence of this is that the knowledge thatcan be
extracted by state-of-the-art NLP methods may increase. So, a rela-
tion that cannot be extracted from textual data today because it is
either not contained in those data or occurs too infrequently does not
mean that it cannot be extracted from similar domain data in afew
years’ time. By then, there is much more text available that may al-



low automatic NLP techniques to successfully extract this relation.

8 Conclusion

In this paper, we presented an outlook on the effectiveness of NLP
in applications in the food domain. We identified two potential sce-
narios, namely advice on preparing meals and health-related issues,
that predominate research in the food domain with regard to artificial
intelligence and found that these scenarios are also quite suitable for
NLP techniques. As a source for extracting knowledge we outlined
the benefits of social media. Different extraction methods,ranging
from co-occurrence measures to more complex linguistic analyses,
were discussed. Finally, we also addressed potential problems that
NLP methods may cause on the tasks we have proposed.
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