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Abstract

This paper presents a survey on the role of
negationin sentiment analysis. Negation
is a very common linguistic construction

The body of research published on sentiment anal-
ysis has shown that the task is difficult, not only
due to the syntactic and semantic variability of
language, but also because it involves the extrac-

that affects polarity and, therefore, needs
to be taken into consideration in sentiment
analysis.

tion of indirect or implicit assessments of objects,
by means of emotions or attitudes. Being a part
of subjective language, the expression of opinions

involves the use of nuances and intricate surface
realizations. That is why the automatic study of
opinions requires fine-grained linguistic analysis
techniques and substantial efforts to extract fea-
tures for machine learning or rule-based systems,
in which subtle phenomena asgationcan be ap-
propriately incorporated.

Sentiment analysis is considered as a subsequent
. task to subjectivity detection, which should ideally

1 Introduction be performed to extract content that is not factual

Sentiment analysiés the task dealing with the in nature. Subsequently, sentiment analysis aims
automatic detection and classification of opinionst classifying the sentiment of the opinions into
expressed in text written in natural language.  Polarity types (the common types are positive and
Subjectivityis defined as the linguistic expression negative). This text classification task is also re-
of somebody’s opinions, sentiments, emotionsférred to agpolarity classification

evaluations, beliefs and speculations (Wiebe:rhiS paper presents a survey on the roleega-
1994). Subjectivity is opposed to objectivity, tion in sentiment analysis. Negation is a very com-
which is the expression of facts. It is important toMOn linguistic construction that affects polarity
make the distinction between subjectivity detec-2nd, therefore, needs to be taken into considera-
tion and sentiment analysis, as they are two Se|[;_ion in sentiment analysis. Before we describe the
arate tasks in natural language processing. sefomputational approaches that have been devised
timent analysis can be dependently or indepent© account for this phenomenon in sentiment anal-
dently done from subjectivity detection, althoughYSiS, we will motivate the problem.

Pang and Lee (2004) state that subjectivity de-2
tection performed prior to the sentiment analysis
leads to better results in the latter. Since subjectivity and sentiment are related to ex-
Although research in this area has started only repressions of personal attitudes, the way in which
cently, the substantial growth in subjective infor-this is realized at the surface level influences the
mation on the world wide web in the past yearsmanner in which an opinion is extracted and its
has made sentiment analysis a task on which corpolarity is computed. As we have seen, sentiment
stantly growing efforts have been concentratedanalysis goes a step beyond subjectivity detection,

We will present various computational ap-
proaches modeling negation in sentiment
analysis. We will, in particular, focus
on aspects, such as level of representation
used for sentiment analysis, negation word
detection and scope of negation. We will
also discuss limits and challenges of nega-
tion modeling on that task.

Motivation



including polarity classification. So, in this task, 5. Ifind the functionality of the new phoriesspractical.
correctly determining the valence of a text span

(whether it conveys a positive or negative opinion) 6. perhaps itis a great phorit| fail to see why.

is equivalent to the success or failure of the auto-
matic processing.

It is easy to see that Sentence 1 expresses a posi-
tive opinion. As can be seen from these examples, modeling
negation is a difficult yet important aspect of sen-
timent analysis.

7. In theory, the phonshould have worked even under
water.

1. llike™ this new Nokia model.

The polarity is conveyed bljke which is apolar

expression Polar expressions, suchlde orhor- 3 The Survey
rible, are words containing a prior polarity. The |, yhig survey, we focus on work that has presented
negation of Sentence 1, i.e. Sentence 2, using tI’W

i X - ovel aspects for negation modeling in sentiment
negation worchot, expresses a negative opinion. analysis and we describe them chronologically.

2. I do[notlike®]™ this new Nokia model. ) ] ]
3.1 Negation and Bag of Words in Supervised
In this example, it is straightforward to notice the Machine Learning

impact of dneg: tion on tﬁ[e_ polatrltyl of theﬂ? ptlnlon Several research efforts in polarity classification
expressed. However, 1t 1S not always tha eas)émploy supervised machine-learning algorithms,

to spot positive and negative opinions in text. AIike Support Vector Machines, Naive Bayes Clas-
negation word can also be used in other expres- ’

. . o : sifiers or Maximum Entropy Classifiers. For these
sions without constituting a negation of the propo-

i q lified in Sent 3 algorithms, already a low-level representation us-
sition expressed as exempified in sentence . ing bag of words is fairly effective (Pang et al.,

3. N.oyonlyis this phone expensivautit is alsoheavy and 2002). Using a bag-of-words representation, the
dificult to use. supervised classifier has to figure out by itself

In this context,not does not invert the polarity of which words in the dataset, or more precisely fea-
the opinion expressed which remains negative. ture set, are polar and which are not. One either
Moreover, the presence of an actual negation worgonsiders all words occurring in a dataset or, as
in a sentence does not mean that all its polar opinin the case of Pang et al. (2002), one carries out
ions are inverted. In Sentence 4, for example, th@ simple feature selection, such as removing infre-
negation does not modify the second polar expresquent words. Thus, the standard bag-of-words rep-
sion intriguing since the negation andtriguing  resentation does not contain any explicit knowl-

are in separate clauses. edge of polar expressions. As a consequence of
4. [I do [notlike™]~ the design of new Nokia modebut this simple .Ievel of representation, .the reve_-rs_al
[it contains some intriguing new function of the polarity type of polar expressions as it is

_ _ caused by a negation cannot be explicitly modeled.
Therefore, when treating negation, one must b&he usual way to incorporate negation modeling
able to correctly determine the scope that it hagnyg this representation is to add artificial words:
_(|.e. de_tt_armlne what part of the meaning _expressege_ if a wordx is preceded by a negation word,
is modified by the presence of the negation). then rather than considering this as an occurrence
Finally, the surface realization of a negation iSyf the featurex. a new featureNOT x is created.
highly variable, depending on various factors,the scope of negation cannot be properly modeled
such as the impact the author wants to make Ot this representation either. Pang et al. (2002),

the general text meaning, the context, the textuai,, example, consider every word until the next

genre etc. Most of the times, its expression is farpunctuation mark. Sentence 2 would, therefore,

from being simple (as in the first two examples), regy|t in the following representation:
and does not only contain obvious negation words, _ _ _
such asot, neitheror nor. Research in the field 8 | do not NOTike NOT.this NOT.new NOT-Nokia

. NOT_model.
has shown that there are many other words that in-

vert the polarity of an opinion expressed, such aghe advantage of this feature design is that a plain

diminishergvalence shifter¢Sentence 5onnec- occurrence and a negated occurrence of a word are
tives(Sentence 6), or evanodals(Sentence 7).



reflected by two separate features. The disadvarpolarity lexicon which contains a list of polar ex-
tage, however, is that these two contexts treat thpressions and for each expression the correspond-
same word as two completely different entities. ing polarity type. A simple rule-based polarity
Since the words to be considered are unrestrictedailassifier derived from this knowledge typically
any word — no matter whether it is an actual po-counts the number of positive and negative polar
lar expression or not — is subjected to this negaexpressions in a text and assigns it the polarity
tion modification. This is not only linguistically type with the majority of polar expressions. The
inaccurate but also increases the feature space wittounts of polar expressions can also be used as
more sparse features (since the majority of word$eatures in a supervised classifier. Negation is typ-
will only be negated once or twice in a corpus). ically incorporated in those features, e.g. by con-
Considering these shortcomings, it comes to naidering negated polar expressions as unnegated
surprise that the impact of negation modeling orpolar expressions with the opposite polarity type.
this level of representatlpn_ is I_|m|ted. Pang et al.3.2.1 Contextual Valence Shifters
(2002) report only anegligible improvement by

adding the artificial features compared to plain bag/ N€ first computational model that accounts for
of words in which negation is not considered. negation in a model that includes knowledge of

Despite the lack of linguistic plausibility, super- Polar expressions is (Polanyi and Zaenen, 2004).
vised polarity classifiers using bag of words (in 'n€ different types of negations are modeled via
particular, if training and testing are done on thecontextual valence shifting The model assigns

same domain) offer fairly good performance. ThisSCOTes to polar expressions, i.e. positive scores to

is, in particular, the case on coarse-grained C|aSQOSItIVG polar expressions and negative scores to

sification, such as on document level. The sucn€gdative polar expressions, respectively. If a polar

cess of these methods can be explained by th_%xpression is negated, its polarity score is simply
fact that larger texts contain redundant informa-nverted (see Example 1).

tion, e.g. it does not matter whether a classifier clever(+2) — not clever(—2) (1)
cannot model a negation if the text to be classi-

fied contains twenty polar opinions and only oneln @ similar fashion, diminishers are taken into
or two contain a negation. Another advantagéonsideration. The difference is, however, that
of these machine learning approaches on coarsdhe score is only reduced rather than shifted to the
grained classification is their usage of higher ordePther polarity type (see Example 2).

n-grams Imagine a labeled training set of docu- efficient(+2) — rather efficien{+1) @)
ments contains frequent bigrams, suchasap-

pealingor less entertainingThen a feature set us- Beyond that the model also accounts for modals,
ing higher order n-grams implicitly contains nega_presuppositional items and even discourse-based
tion modeling. This also partially explains the ef- valence shifting.  Unfortunately, this model is
fectiveness of bigrams and trigrams for this task a§ot implemented and, therefore, one can only
stated in (Ng et al., 2006). speculate about its real effectiveness.

The dataset used for the experiments in (Pang et

al., 2002; Ng et al., 2006) has been established as Kennedy and Inkpen (2005) evaluate a nega-
a popular benchmark dataset for sentiment analyion model which is fairly identical to the one pro-

sis and is publicly available posed by Polanyi and Zaenen (2004) (as far as
simple negation words and diminishers are con-

3.2 Incorporating Negation in Models that cerned) in document-level polarity classification.
Include Knowledge of Polar Expressions A simple scope for negation is chosen. A polar
- Early Works expression is thought to be negated if the negation

The previous subsection suggested that appropriword immediately precedes it. In an extension of
ate negation modeling for sentiment analysis rethis work (Kennedy and Inkpen, 2006) a parser is
quires the awareness of polar expressions. Oneonsidered for scope computation. Unfortunately,
way of obtaining such expressions is by using a0 precise description of how the parse is used
—Y for scope modeling is given in that work. Neither
http://ww. cs. cornell.edu/ peopl e/ . ;
pabo/ nmovi e- r evi ew dat a is there a comparison of these two scope models
measuring their respective impacts.



Final results show that modeling negation is im-[disappointed hope']~, for instance, a negative
portant and relevant, even in the case of such simpolar expression modifies a positive polar expres-
ple methods. The consideration of negation wordsion which results in an overall negative phrase.
is more important than that of diminishers. Adding these three feature groups to a feature
3.2.2 Features for Negation Modeling _set comprising bqg of words gnd fe_atu_rgs cognt-
ing polar expressions results in a significant im-
Wilson et al. (2005) carry out more advancedprovement. In (Wilson et al., 2009), the experi-
negation modeling on expression-level polarity ents of Wilson et al. (2005) are extended by a
classification. The work uses supervised machin@etajled analysis on the individual effectiveness of
learning where negation modeling is mostly en-e three feature groups mentioned above. The re-
coded as features using polar expressions. Thgiis averaged over four different supervised learn-
features for negation modeling are organized inng aigorithms suggest that the actual negation fea-
three groups: tures are most effective whereas the binary polar-
« negation features ity shifters have the smallest impact. This is con-
sistent with Kennedy and Inkpen (2005) given the
similarity of polarity shifters and diminishers.
* polarity modification features Considering the amount of improvement that is
achieved by negation modeling, the improvement

Nega‘qon featurgsdlrectly relate to _negatlon €% seems to be larger in (Wilson et al., 2005). There
pressions negating a polar expression. One featupﬁight be two explanations for this. Firstly, the
checks whether a negation expression occurs in & '

fixed wind £ f q dina th | egation modeling in (Wilson et al., 2005) is con-
IX€ W'.” Ow Of four words preceding the polar siderably more complex and, secondly, Wilson et
expression. The other feature accounts for a pol

aﬁl. 2005) evaluate on a more fine-grained level
predicate having a negated subject. This freque ( ) g

I lationshio is illustrated in Sent gﬁ.e. expression level) than Kennedy and Inkpen
ong-range refationship 1s fiiustrated in sentence (2005) (they evaluate on document level). As al-

9. [No politically prudent Israelius;ece could — ready pointed out in 83.1, document-level polar-
SUPPOTfotar pred €ither of them. ity classification contains more redundant infor-

All negation expressions are additionally disam—m's_ltion thar_l _sen_tence—level or expression—level. po-
biguated as some negation words do not functiord'ty classification, therefore complex negation

as a negation word in certain contexts, engt to modelmg on these levels m!ght be more effch_ve
mentionor not just since the correct contextual interpretation of an in-

Shifter featuresare binary features checking the dividu_al pola_r expres_sion is far more im_port%lr_n
presence of different types pblarity shifters Po- 1€ flne-gra.une.d opinion corpus used in (Wilson
larity shifters, such abttle, are weaker than ordi- et al., 2005; Wilson et al., 2009) and all the re-

nary negation expressions. They can be groupeﬁources necessary to replicate the features used in

into three categories, general polarity shifters,these experiments are also publicly availdble

positive polarity shifters, and negative polarity 3 3 Qther Approaches

shifters. General polarity shifters reverse polarity_l_h h ted in th .
like negations. The latter two types only reverse € approaches presented In Ihe previous sec-

a particular polarity type, e.g. the positive shiftertIon (Polanyi and Zaenen, 2004; Kennedy and

abateonly modifies negative polar expressions agnkpen, 2005; Wllson_ et al.,_ 2005) can be cons_ld—
in abate the damageThus, the presence of a pOS_ered as the works pioneering negation modeling

itive shifter may indicate positive polarity. The set in sentiment analysis. We now present some more

of words that are denoted by these three featurersecem work on that topic. All these approaches,

can be approximately equated with diminishers. however, are heavily related to these early works.

Finally, polarity modification featuresdescribe 2This should also explain why most subsequent works

polar expressions of a particular type modify_(see §3.3) have been evaluated on fine-grained levels.
%The corpus is available under:

ing or being modified by other polar expressions.,; -/ wuw. cs. pi tt . edu/ npgal
Though these features do not explicitly containdat abaser el ease and the resources
negations, language constructions which are simfor the features are part of  OpinionFinder:

. . ttp://ww cs. pitt. edu/ a/
ilar to negation may be captured. In the phrasg; ﬁi onfi nde”& ease ™A

 shifter features



« the subsequent application of a set of previously-
defined inference rules

3.3.1 Semantic Composition

In (Moilanen and Pulman, 2007), a method to
compute the pola_rity of head_li_nes and comple>_< Polarity(INPI™ [IN] [NPZ ™) = + ©)
noun phrases using compositional semantics is

presented. The paper argues that the principles ¢hay be applied to expressions, such as
this linguistic modeling paradigm can be successflackp, [ofljy  [crimely5, in rural areas

fully applied to determine the subsentential polar-The advantage of these rules is that they restrict
ity of the sentiment expressed, demonstrating ithe scope of negation to specific constituents
through its application to contexts involving senti- rather than using the scope of the entire target
ment propagation, polarity reversal (e.g. throughexpression.

the use of negation following Polanyi and Zae-Such inference rules are very reminiscent of
nen (2004) and Kennedy and Inkpen (2005)) omolarity modification features(Wilson et al.,
polarity conflict resolution. The goal is achieved 2005), as a negative polar expression is modified
through the use of syntactic representations of ser®y positive polar expression. The rules presented
tences, on which rules for composition are dedby Choi and Cardie (2008) are, however, much
fined, accounting for negation (incrementally ap-more specific, as they define syntactic contexts of
plied to constituents depending on the scope) ughe polar expressions. Moreover, from each con-
ing negation words, shifters and negative polar extext a direct polarity for the entire expression can
pressions. The latter are subdivided into differ-be derived. In (Wilson et al., 2005), this decision
ent categories, such that special words are definet left to the classifier. The rules are also similar
whose negative intensity is strong enough that theyo the syntactic rules from Moilanen and Pulman
have the power to change the polarity of the entirg2007).  However, they involve less linguistic
text spans or constituents they are part of. processing and are easier to compretien@ihe

A similar approach is presented by Shaikh et aleffectiveness of these rules are both evaluated in
(2007). The main difference to Moilanen andrule-based methods and a machine learning based
Pulman (2007) lies in the representation formatmethod where they are anchored as constraints
on which the compositional model is applied.in the objective function. The results of their
While Moilanen and Pulman (2007) use syntac-evaluation show that the compositional methods
tic phrase structure trees, Shaikh et al. (2007) coreutperform methods using simpler scopes for
sider a more abstract level of representation beRegation, such as considering the scope of the
ing verb frames. The advantage of a more abstragntire target expression. The learning method
level of representation is that it more accuratelyincorporating the rules also slightly outperforms
represents the meaning of the text it describeghe (plain) rule-based method.

Apart from that, Shaikh et al. (2007) design a

model fo_r sentence-level classification rather tha%.3.3 Scope Modeling

for headlines or complex noun phrases. ] ) )
The approach by Moilanen and Pulman (2007) ién ser.m.ment apaIyS|s, the.most prominent work
not compared against another established classiffx@mMining the impact of different scope models
cation method whereas the approach by Shaikh dp" N€gation is (Jia et al., 2009). The scope de-
al. (2007) is evaluated against a non-compositionaiection method that is proposed considers:
rule-based system which it outperforms. * static delimiters

An example rule, such as:

3.3.2 Shallow Semantic Composition + dynamic delimiters
Choi and Cardie (2008) present a more lightweight « heuristic rules focused on polar expressions

approach using compositional semantics towardgt tic delimit bi d h
classifying the polarity of expressions. Their alic delimitersare unampiguous words, such as
becauseor unlessmarking the beginning of an-

working assumption is that the polarity of a phrase h | D i delimit h
can be computed in two steps: other clause. Dynamic delimitersare, however,

“It is probably due to the latter, that these rules have
been successfully re-used in subsequent works, most promi-
nently Klenner et al. (2009).

« the assessment of polarity of the constituents



ambiguous, e.glike andfor, and require disam- usability of those corpora for sentiment analysis
biguation rules, using contextual information suchhas not been tested.

as their pertaining part-of-speech tag. These de-

limiters suitably account for various complex sen- ) o

tence types so that only the clause containing tha-4 Negation within Words

negation is considered. So far, negation has only be considered as a phe-
The heuristic rulesfocus on cases in which po- nomenon that affects entire words or phrases.
lar expressions in specific syntactic configurationsThe word expressing a negation and the words
are directly preceded by negation words which reor phrases being negated are disjoint. There are,
sults in the polar expression becoming a delimitehowever, cases in which both negation and the
itself. Unlike Choi and Cardie (2008), these rulesnegated content which can also be opinionated
require a proper parse and reflect grammatical reare part of the same word. In case, these words
lationships between different constituents. are lexicalized, such a$aw-less and are conse-
The complexity of the scope model proposedquently to be found a polarity lexicon, this phe-
by Jia et al. (2009) is similar to the ones of nomenon does not need to be accounted for in sen-
the compositional models (Moilanen and Pulmanfiment analysis. However, since this process is (at
2007; Shaikh et al., 2007; Choi and Cardie, 2008)east theoretically) productive, fairly uncommon
where scope modeling is exclusively incorporatedwvords, such asot-so-nice anti-war or offensive-

in the compositional rules. lesswhich are not necessarily contained in lexical
Apart from scope modeling, Jia et al. (2009) alsoresources, may emerge as a result of this process.
employ a complex negation term disambiguationTherefore, a polarity classifier should also be able
considering not only phrases in which potentialto decompose words and carry out negation mod-
negation expressions do not have an actual negagling within words.

ing function (as already used in (Wilson et al., There are only few works addressing this particu-
2005)), but alsmegative rhetorical questiorsnd lar aspect (Moilanen and Pulman, 2008; Ku et al.,

restricted comparative sentences 2009) so it is not clear how much impact this type
On sentence-level polarity classification, theirof negation has on an overall polarity classification
scope model is compared with and what complexity of morphological analysis is

« a simple negation scope using a fixed window sizereal!y necessary. We argue, however, that in syn-
(similar to the negation feature in (Wilson et al., 2005)) thetic languages where negation may regularly be
realized as an affix rather than an individual word,

« the text span until the first occurrence of a polar expres- T )
sion following the negation word such an analysis is much more important.

* the entire sentence 3.5 Negation in Various Languages

The proposed method consistently outperformgCurrent research in sentiment analysis mainly fo-
the simpler methods proving that the incorpora-cuses on English texts. Since there are signifi-
tion of linguistic insights into negation modeling cant structural differences among the different lan-
is meaningful. Even on polarity document re-guages, some particular methods may only cap-
trieval, i.e. a more coarse-grained classificatiorture the idiosyncratic properties of the English lan-
task where contextual disambiguation usuallyguage. This may also affect negation modeling.
results in a less significant improvement, theThe previous section already stated that the need
proposed method also outperforms the othefor morphological analyses may differ across the
scopes examined. different languages.

There have only been few research efforts inMoreover, the complexity of scope modeling may
sentiment analysis examining the impact of scopalso be language dependent. In English, for ex-
modeling for negation in contrast to other researctample, modeling the scope of a negation as a
areas, such as the biomedical domain (Huang anfixed window size of words following the oc-
Lowe, 2007; Morante et al., 2008; Morante andcurrence of a negation expression already yields
Daelemans, 2009). This is presumably due to tha reasonable performance (Kennedy and Inkpen,
fact that only for the biomedical domain, publicly 2005). However, in other languages, for example
available corpora containing annotation for theGerman, more complex processing is required as
scope of negation exist (Szarvas et al., 2008). Ththe negated expression may either precede (Sen-



tence 10) or follow (Sentence 11) the negation exguage expressions are polar. The process of ac-
pression. Syntactic properties of the negated nouquiring such lexical resources is called lexicon in-

phrase (i.e. the fact whether the negated polar exduction. The observation that negations co-occur
pression is a verb or an adjective) determine thevith polar expressions has been used for inducing

particular negation construction. polarity lexicons on Chinese in an unsupervised
manner (Zagibalov and Carroll, 2008). One ad-

10. Peter mag den Kuchen nicht. vantage of negation is that though the induction
Peter likes the cake not. starts with just positive polar seeds, the method
‘Peter does not like the cake. also accomplishes to extract negative polar expres-

11. Der Kuchen ist nicht kostlich. sions since negated mentions of the positive po-
The cake is not delicious. lar seeds co-occur with negative polar expressions.

Moreover, and more importantly, the distribution
of the co-occurrence between polar expressions
These items show that, clearly, some more exand negations can be exploited for the selection of
tensive cross-lingual examination is required in orthose seed lexical items. The model presented by
der to be able to make statements of the gener&aagibalov and Carroll (2008) relies on the obser-
applicability of specific negation models. vation that a polar expression can be negated but it
occurs more frequently without the negation. The
3.6 Badand Not Good are Not the Same distributional behaviour of an expression, i.e. sig-
The standard approach of negation modeling sugnificantly often co-occurring with a negation word
gests to consider a negated polar expression, sugjut significantly more often occurring without a
asnot bad as an unnegated polar expression witmegation word makes up a property of a polar ex-
the opposite polarity, such gsod Liu and Seneff pression. The data used for these experiments are
(2009) claim, however, that this is an oversimpli- publicly availablé.
fication of languageNot badandgoodmay have _
the same polarity but they differ in their respec-3-8 Irony —The Big Challenge
tive polar strength, i.e.not badis less positive Irony is a rhetorical process of intentionally using
thangood That is why, Liu and Seneff (2009) words or expressions for uttering meaning that is
suggest a compositional model in which for indi- different from the one they have when used liter-
vidual adjectives and adverbs (the latter includeally (Carvalho et al., 2009). Thus, we consider
negations) a prior rating score encoding their inthat the use of irony can reflect an implicit nega-
tensity and polarity is estimated from pros andtion of what is conveyed through the literal use of
cons of on-line reviews. Moreover, compositionalthe words. Moreover, due to its nature irony is
rules for polar phrases, suchadverb-adjectiver  mostly used to express a polar opinion.
negation-adverb-adjectivare defined exclusively Carvalho et al. (2009) confirm the relevance of
using the scores of the individual words. Thus,(verbal) irony for sentiment analysis by an error
adverbs function like universal quantifiers scalinganalysis of their present classifier stating that a
either up or down the polar strength of the specifidarge proportion of misclassifications derive from
polar adjectives they modify. The model indepen-their system’s inability to account for irony.
dently learns what negations are, i.e. a subset ofhey present predictive features for detecting
adverbs having stronger negative scores than oth@ony in positive sentences (which are actually
adverbs. In short, the proposed model providesneant to have a negative meaning). Their find-
a unifying account for intensifiers (e.gery), di- ings are that the use of emoticons or expressions
minishers, polarity shifters and negation words. Itsof gestures and the use of quotation marks within
advantage is that polarity is treated compositiona context in which no reported speech is included
ally and is interpreted as a continuum rather tharare a good signal of irony in written text. Although
a binary classification. This approach reflects itghe use of these clues in the defined patterns helps
meaning in a more suitable manner. to detect some situations in which irony is present,
they do not fully represent the phenomenon.

‘The cake is not delicious.’

3.7 Using Negations in Lexicon Induction

. . Shttp://ww. i nformatics. sussex. ac. uk/
Many classification approaches illustrated abovesers/t721/ col i ngos. zi p

depend on the knowledge of which natural lan-



A data-driven approach for irony detection on 14. The next time | hear this song on the radio, I'll throw
product-reviews is presented in (Tsur et al., 2010). My radio out of the window.

In the first stage, a considerably large list of SimpIeMoreover, the effectiveness of specific negation

surface patterns of ironic expressions are inducefl,yqels can only be proven with the help of cor-

from a small set of labeled seed sentences. A pajor4 containing those constructions or the type of
tern is a generalized word sequence in which Congyn g age behaviour that is reflected in the mod-
tent words are replaced by a gened&Vsymbol. g5 tq be evaluated. This presumably explains why
In the second stage, the seed sentences are useqf, constructions, such as negations using con-
collect more examples from the web, relying onpectives (Sentence 6 in §2), modals (Sentence 7
the assumption that sentences next to ironic ONeg, g2y o other phenomena presented in the con-

are also ironic. In addition to these patterns, Som%eptual model of Polanyi and Zaenen (2004), have
punctuation-based features are derived from the yet been dealt with.

labeled sentences. The acquired patterns are used

as features along the punctuation-based featurds Conclusion
within a k nearest neighbour classifier. On an in- i

domain test set the classifier achievesareasonabllla this paper, we hgve prgsented a survey on
performance. Unfortunately, these experiment§he role of negation in sentiment aqaly5|s. The
only elicit few additional insights into the general plgthora of Work prgsgnted on th? tOP'C proves that
nature of irony. As there is no cross-domain eval—th's common linguistic construction is highly rel-

uation of the system, it is unclear in how far this evant for_sentlmen_t analysis. .
approach generalizes to other domains An effective negation model for sentiment analy-

sis usually requires the knowledge of polar expres-
4 Limits of Negation Modeling in sions. Negation is not only conveyed by common
Sentiment Analysis negation words but also other lexical units, such as

) ) ) diminishers. Negation expressions are ambiguous,
So far, this paper has not only outlined the 'MPOTj & " in some contexts do not function as a nega-

tance of negation modeling in sentiment analysigjo, ang, therefore, need to be disambiguated. A
but it has also shown different ways to account fornegation does not negate every word in a sentence,

this linguistic phenomenon. In this section, Weya efore. using syntactic knowledge to model the
present the limits of negation modeling in sentl—Scope of negation expressions is useful.

ment analysis. Despite the existence of several approaches to

Earlier in this paper, we stated that negation mOd'negation modeling for sentiment analysis, in or-

e!lng depends on the knowlgdge of polqr EXPeSHer to make general statements about the effective-
sions. However, the recognition of genuine polar,eqs of specific methods systematic comparative
expressions is still fairly brittle. Many polar ex-

; ) ) i analyses examining the impact of different nega-
pressions, such aseaseare ambiguous, i.e. they yjon models (varying in complexity) with regard to

have a polar meaning in one context (Sentence 12l:)lassification type, text granularity, target domain,
but do not have one in another (Sentence 13). language etc. still need to be carried out.

12. Heis adiseaseto every team he has gone to. Finally, negation modeling is only one aspect that
13. Early symptoms of theiseaseare headaches, fevers, needs to be taken into consideration in sentiment
cold chills and body pain. analysis. In order to fully master this task, other

In a pilot study (Akkaya et al., 2009), it has al- aspects, such as a more reliable identification of
ready been shown that applyisgbjectivity word genuine polar expressions in specific contexts, are
sense disambiguatiom addition to the feature- atl€astas important as negation modeling.

based negatlor_l modgllng approach of Wilson et aIACknOWIedgements
(2005) results in an improvement of performance
in polarity classification. Michael Wiegand was funded by the BMBF project NL-
Another problem is that some polar opinions areSearch under contract number 011S08020B. Alexandra Bal-
not lexicalized. Sentence 14 is a negatnag-  ahur was funded by Ministerio de Ciencia e Innovacion -
matic opinion(Somasundaran and Wiebe, 2009)Spanish Government (grant no. TIN2009-13391-C04-01),
which can only be detected with the help of exter-and Conselleria d’Educacion-Generalitat Valencianar(gr
nal world knowledge. no. PROMETEQ/2009/119 and ACOMP/2010/286).
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