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ABSTRACT

In question answering, two main kinds of matching methoddifiding an-
swer sentences for a question are term-based approachesh-avh sim-
ple, efficient, effective, and yield high recall—and evbased approaches
that take syntactic and semantic information into accolihe latter often
sacrifice recall for increased precision, but actually eepthe meaning of
the events denoted by the textual units of a passage or sentéfe propose
a robust, data-driven method that learns the mapping betgeestions and
answers using logistic regression and show that combieimg-based and
event-based approaches significantly outperforms theichdil methods.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content Analysis
and Indexing—kinguistic processing; 1.2.6 [Artificial Intelligence ]:
Learning—nduction

General Terms
Measurement, Design
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1. INTRODUCTION

An obvious method in question answering (QA) for assessing
the relevance of candidate answer sentences is by comgjdagir
underlyingevent structures, i.e. syntactic and semantic informa-
tion. Unlike simpleterm-based matching, these approaches can
be more precise since they reflect more accurately the mgaiin
these textual units. However, even with state-of-the-ar® Soft-
ware, such linguistic processing is error-prone. Morea¥ere are
relevant answer sentences of questions which cannot béehethtc
by event structures. In some of these cases, term-baseobapps
still work. We propose a robust, data-driven method thanie¢éhe
mapping between questions and answers using logisticagigre
and show that combining term-based and event-based apgac
significantly outperforms the individual methods.

2. RELATED WORK

One popular term-based approach is presented in [2] vebare
sizeratio (SSR) andmatching-termratio (MTR) are interpolated to
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a combined measure. Though this method already fails atlsimp
paraphrases, such ki$l andmurder, one still achieves fairly rea-
sonable results on QA data sets, such as TREC.Qfost QA
systems making use of event-based modelling consult llereéca
sources. [5], for example, proposes a successful methodxfor
panding queries using WordNetAdditionally, grammatical rela-
tions are important for sentence relevance detection avemex-
traction, as [3] point out. With these information, sen&sjcsuch
as question-answer pair (1)-(2), can be properly matchkd.tWo
eventsassassinated andkilled can be identified as synonyms and
their arguments properly matched despite the activeyasdier-
nation due to the usage of grammatical functions.

(1) [Whq|sy B assassinatefPresident Kennedy g7 ?
(2) [John F. Kennedy g s was killed by[Lee H. Oswalflsy 5.7

Most event-based QA systems suffer from lacking any simpler
backing-off processing which should support matching of-se
tences when event-based processing fails. The causesltoefa
are diverse. The underlying event structures may be too kkomp
cated to match or the event processing erroneous. The faljow
question-answer pair exemplifies a situation in which egémnic-
ture cannot be used for matching since the full-verkte, which
is the event denoting expression (EDE) of the question, is not re-
flected by any word in the answer sentence.

(3) Which famous book did Rachel Carspwrite] g p & ?
(4) Rachel Carson’s most famous book “Silent Spring” catkecban-
ning of DDT.

The reflection of EDEs in answer sentences is essential tiege
are the linguistic units from which event structures aretsivapped.

It should be obvious that, in the current example, term-tbasatch-

ing works in order to establish the relevance of the answeesee.

In the next section, we show an event-based model that eyen su
ports matching of event structures which are bootstrappdtiEs

of different parts-of-speech. Thus a verb-based eventtsire can

be mapped onto noun-based event struéta®in question-answer

pair (1)-(2):
(1) [Whqsy s [won gpE [the Super Bowb s ?

(2) The[Rams]sy s 23-16 |victory]gp g of [the Super Bowb 5 s
initiated the NFL's new epoch.

1http://trec.nist.gov/data/qa.html

2http://wordnet.princeton.edu/

3These nouns are eitheominalizations, i.e. nouns which have been de-
rived from full-verbs, e.gexplanation from to explain, or nominalization-
like expressions, i.e. nouns which behave like nominabmatbut are not
lexically derived from a verb, such &itory or home.



3. METHOD

The algorithm we propose is based on three different kinds of 0s ' eretve Optmizaton of Qaivep '
mappings of type pr:—crsgﬁ
map : qgap — [0; 1] 1) 08 baseline .
where gap represents a tuple comprising question and candidate oer < ) o
answer sentencd .0 means optimal match). We call the overall ot . ' y . i ]

quality of matching a question and a candidate answer samten

qaMap. We are looking for the best matching formally denoted £ orf .« 1
by: ¢ 0.65 |- * . ]

qap := arg max (qaMap (gap)) 2 ’ . ‘

qap 0.6 | 1
This measure combines matching the underlying event st oss L ) |
(esMap) and occurring terms (/ ap): ' -
gaMap (qap) := a - (esMap (gap)) + (1 — &) - (tMap (qap)) o 02 0 . o5 05 1
3 o

Event-based matching is done by a linear binary classifiee. W Figyre 1: Optimum of gaMap at a = 0.4 shows the best possi-
choosedogistic regression: ble trade-off between precision and recall.

esMap (qap) :== o (wa+ b) 4)
whereo is the logistic function $-curve), fis a feature vectong trades recall against precision in the best possible waig ifdra-

tive optimization illustrates that the combination is segsful since
it outperforms the best individual method, i#\/ap, with an ob-
served absolute F-score increase ff@68 to 0.74 by including the
information offered by ouevent-based approach based on logistic
regression.

the corresponding weights amds a bias. The features iﬁ are
similarity functions comprising information associatedhevent
structure from various linguistic levels. The most promintea-
ture$ are:

e grammatical functionsU B.J, OB/J, etc.);
e subcategorization information in order to distinguish gtements 5. CONCLUSION
from adjuncts; We proposed a data-driven algorithm for sentence relevdece

o textual proximity of arguments to event descriptions tection for QA which used event-based metrics to enhance-ter
e semantic comparison via WordNet. based matching (i.espan-size ratio andmatching-termratio). The
Each similarity function is either binary or continuous.i.it is Beggl:gng 7r2atch|ng method achieved an increase in F-Scors f

defined over0; 1]. In order to be able to match event structures
across different parts of speech, we use NOMLEX-Plus [1]is Th
enables us to match EDESs, suchvéis and victory in question- 6. ACKNOWLEDGMENTS
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