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A B S T R A C T

Extreme learning machine (ELM) as an emerging technology has achieved exceptional performance in large-scale settings, and is well suited to binary and multi-class classification, as well as regression tasks. However, existing ELM and its variants predominantly employ single hidden layer feedforward networks, leaving the popular and potentially powerful stacked generalization principle unexploited for seeking predictive deep representations of input data. Deep architectures can find higher-level representations, thus can potentially capture relevant higher-level abstractions. But most of current deep learning methods require solving a difficult and non-convex optimization problem. In this paper, we propose a stacked model, DrELM, to learn deep representations via extreme learning machine according to stacked generalization philosophy. The proposed model utilizes ELM as a base building block and incorporates random shift and kernelization as stacking elements. Specifically, in each layer, DrELM integrates a random projection of the predictions obtained by ELM into the original feature, and then applies kernel functions to generate the resultant feature. To verify the classification and regression performance of DrELM, we conduct the experiments on both synthetic and real-world data sets. The experimental results show that DrELM outperforms ELM and kernel ELMs, which appear to demonstrate that DrELM could yield predictive features that are suitable for prediction tasks. The performances of the deep models (i.e. Stacked Auto-encoder) are comparable. However, due to the utilization of ELM, DrELM is easier to learn and faster in testing.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Extreme learning machine (ELM) [1], in virtue of its ease of use, fast learning speed and exceptional performance, has been extensively studied in recent years [2–6]. It has shown that ELM and its variants perform well in regression as well as in large scale classification applications, and a unified learning framework of least square support vector machine, proximal support vector machine, and other regularization algorithms referred to extreme learning machine can be built [3]. In many areas of machine learning, one is often confronted with overwhelmingly complex features in the raw data and needs to obtain useful representations of the data. Specifically, we need to compute a “function” that can accurately capture the structure of the inputs. Recently, deep learning and representation learning attract many research interests with its remarkable success in many applications [7–11]. In these works, deep nonlinear network structure was learnt to achieve a more complex function approximation, thus help to disentangle the underlying factors of variation in which raw data holds [12]. Deep architectures can potentially capture relevant higher-level abstractions and characterize the data representations more accurately.

Motivated by the remarkable success of deep learning [8,9], we propose a new stacked architecture, deep representations learning via extreme learning machine (DrELM for short), which incorporates the simplicity of ELM with the power derived from deep architectures. DrELM follows the philosophy of “stacked generalization” [13], a scheme of building layer-by-layer architectures for estimating the errors of prediction functions when working on a particular learning set, and then correcting those errors [13,14]. Specifically, the new stacking technique utilizes ELM as the base building block. In each layer, DrELM integrates a random projection of the predictions obtained by ELM into the inputs, and then apply kernel functions to generate the outputs for the next layer as shown in Fig. 1. This strategy could be seen as transforming the original feature according to the predictions of each layer so that the original manifold could be disentangled, leading to better predictions for ELM in the subsequent layers.

In particular, using ELM in the proposed model enables easier to learn and faster in testing. The model randomly generates projection parameters $W_1$ and $W_2$, instead of fine-tuning using back-propagation [7,8], suffices to achieve a significant efficiency improvement during both the training and testing phases. To show the effectiveness of DrELM, we apply it to both the synthetic and real-world data sets. The experimental results show that the proposed model, while keeping the simplicity and efficiency of ELM, can exploit non-linear dependencies with the stacked architecture. In addition, DrELM outperforms ELM and kernel ELMs, and the performances of the deep models are comparable. However, DrELM enables faster computation.
In this paper, we describe DrELM, a stacked architecture which uses ELM as the base building block, along with the details of improvements and implementation and performance on simple synthetic examples and real-world data sets. The remainder of this paper is structured as follows: Section 2 reviews the preliminary knowledge of extreme learning machine. Section 3 describes DrELM, the proposed model which learns deep representations with extreme learning machine as a base building block. Section 4 presents empirical studies of DrELM, Section 5 compares DrELM to other deep architectures and discusses several related works. Finally, Section 6 concludes this study and mentions several directions for future work.

2. Brief review of extreme learning machine

Extreme learning machine (ELM) was originally derived from the single hidden layer feedforward neural networks (SLFNs) and then extended to the generalized SLFNs. One of the typical implementations of ELM is to generate the weight matrix randomly between the input layer and the hidden layer, and then calculate the output weights by the least-square method. Different from traditional algorithms, ELMs tend to reach not only the smallest training error but also the smallest norm of output weights. ELM can be written as

\[ H\beta = T \]  

where

\[ H = \begin{bmatrix} h(x_1) \\ \vdots \\ h(x_m) \end{bmatrix} = \begin{bmatrix} G(a_1, b_1, x_1) & \cdots & G(a_1, b_1, x_1) \\ \vdots & \ddots & \vdots \\ G(a_1, b_1, x_m) & \cdots & G(a_1, b_1, x_m) \end{bmatrix} \]  

\[ \beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_L^T \end{bmatrix}_{L \times c} \]  

\[ T = \begin{bmatrix} t_1^T \\ \vdots \\ t_m^T \end{bmatrix}_{m \times c} \]

\( H \) is the hidden layer output matrix, \((x, t) \in \mathbb{R}^d \times \mathbb{R}^c\) refers to arbitrary distinct samples, and \(G(a, b, x)\) is the hidden layer feature mapping function of the \(i\)th hidden node. If \(H\) is a nonsquare matrix and the smallest norm least-square solution of the above linear system is

\[ \beta = H^+ T \]  

where \(H^+\) is the Moore–Penrose generalized inverse of matrix \(H\). Thus, ELM can be summarized in Algorithm 1.

**Algorithm 1. Basic ELM.**

**Input:** A training set \(X = \{(x_i, t_i) | x_i \in \mathbb{R}^d, t_i \in \mathbb{R}^c, i = 1, 2, \ldots, m\}\), hidden node number \(L\), hidden node transfer function \(G(a, b, x)\), \(G(a, b)\);

**Output:** The prediction function of ELM for classification and regression.

1. Randomly generate hidden node parameters matrix \(W \in \mathbb{R}^{d \times L}\);
2. Compute the hidden layer output matrix \(H = G(W, X)\);
3. Compute output weight vector \(\hat{\beta} = H^T T\);
4. Compute the result decision function:
   \[ f(x) = h(x)\hat{\beta} = h(x)H^T T. \]

3. Learning deep representations via ELM

Now we present a new deep architecture, DrELM, to learn deep representations via ELM. DrELM is a stacked model consisting of multiple layers of ELM in which the outputs of each layer are wired to the inputs of the successive layer. It explicitly employs ELM as a base building block and trains layer by layer in a feed-forward way.

3.1. DrELM for multi-class classification and regression

We would like to use the idea of stacking technique to learn deep representations with ELM. The general approach we propose for DrELM is to compute the prediction results using ELM with linear kernel, then we integrate a random projection of the predictions into the original feature, and apply kernel functions to generate the resultant feature. As shown in Fig. 1, we stack each ELM block and bridge them by randomly shift and kernelize the original feature based on prediction results.

Formally, we consider a training set that contains \(m\) pairs of tuples \((x^0, t^0)\), where \(x^0 \in \mathbb{R}^d\) is the feature vector, and \(t^0\) is the numerical value or class label corresponding to the input \(x^0\). We define a new matrix \(X\) for the entire training set as the concatenation of the \(m\) training samples, and \(T\) for the class label or real-value corresponding to the training samples. The ELM classifier is learned through Algorithm 1 with linear kernel, and we denote \(O^0\) for the classification or regression result corresponding to the sample \(x^0\). For the notation convenience, we drop the index and denote \(X\) for inputs. Starting from \(X_1 = X\) for the first layer as our initial input, we feed it to a linear ELM that gives the output \(O_1 \in \mathbb{R}^{m \times c}\). In general, \(O_l\) is a linear classification or regression
result and it would not be very precise, but it would be better than a random guess. We then random shift the original feature \( X \) and apply kernel functions to obtain new feature \( X_2 \). In this way, we can obtain \( X_{i+1} \) via the following equation
\[
X_{i+1} = \sigma(X + \alpha O_i W_i)
\]  
(5)
The kernel function \( \sigma(\cdot) \) can be any kernel function such as sigmoid function and radial basis function; the projection matrix \( W_i \in \mathbb{R}^{c \times d} \) whose elements are sampled from normal distribution \( N(0, 1) \); \( \alpha \) is a weight parameter that controls the degree with which we shift the original data sample \( x \).

**Algorithm 2. DrELM.**

**Input:** The training set \( X = [x^{(1)}, x^{(2)}, \ldots, x^{(m)}]^T \) and \( T = [t^{(1)}, t^{(2)}, \ldots, t^{(m)}]^T \) corresponding to each training instance, \( x^{(i)} \in \mathbb{R}^d, t^{(i)} \in \mathbb{R}^s \). The hidden node number \( L \).

**Output:** The prediction function of DrELM for regression or classification.

1. Choose model depth \( k \);
2. Initial \( X_1 = X \);
3. for \( i \) from 1 to \( k \)
4. Randomly generate hidden node parameters matrix \( W_i \in \mathbb{R}^{d \times d} \);
5. Compute hidden layer output \( H_i = X_i W_i \);
6. Compute output weight vector \( \hat{\beta}_i = H_i^T T \);
7. Compute the classification or regression results \( \hat{O}_i = H_i \hat{\beta}_i \);
8. Randomly generate projection weight \( W_{ji} \in \mathbb{R}^{c \times d} \);
9. Compute \( X_{i+1} \) by Eq. (5): \( X_{i+1} = \sigma(X + \alpha O_i W_{ji}) \);
10. end
11. Compute the prediction function \( f_i(X) = X_i W_i \hat{\beta}_k \).

The central motivation of DrELM is that higher-level representations can potentially capture relevant higher-level abstractions, when well trained, tend to do a better job at disentangling the underlying factors of variation [12]. Random projections of previous predictions help to move apart the manifolds in a stacked fashion, in order to achieve better linear separability [9]. The utilization of kernel functions can avoid a trivial linear model. We develop a layer-by-layer learning algorithm to train DrELM. The algorithm is outlined in Algorithm 2.

Inspired by learning with recursive perceptual representations [9], we can design a recursive version of DrELM (DrELM') as shown in Fig. 2. The only difference between them is the computation of \( X_{i+1} \) in step (9) of Algorithm 2. In recursive version, \( X_{i+1} \) updates with all the prediction results in the previous layers: \( X_{i+1} = \sigma(X + \alpha \sum_{j=1}^{i} O_j W_{ji}) \).

4. Performance evaluation
To verify the classification and regression performance of DrELM, we conduct the experiments on various kinds of benchmark data sets. We begin with two case studies on synthetic data to intuitively show the feasibility of DrELM. Then we compare the performance of DrELM with linear ELM, kernel ELMs and deep learning methods in real-world benchmark data sets to show the prediction accuracy and time efficiency of DrELM.

4.1. Case studies on synthetic data
The performance of the proposed DrELM has been tested on the classical XOR problem [16] and Spiral data set [17]. The XOR problem data set contains 40 training samples in each class and is not linearly separable. The Spiral data set consisting of 97 in each class intertwines as two spirals in two-dimensional space. We train DrELM with 20 hidden neurons and radial basis function kernel. Fig. 3 visualizes the classification hyperplanes of DrELM with different depths on these two synthetic data sets. The linear hyperplanes on the left of Fig. 3(a) and (b) are obtained by one-layer DrELM which is identical to ELM. The right ones are obtained by two-layer DrELM and are able to obtain non-linear hyperplanes by staking linear ELM. Thus, it is obvious that the results of two-layer DrELM is more “semantic” since they adapt to the nonlinear characteristics of the data. The results also demonstrate that higher-level representations can potentially capture data manifold more precisely [12].

4.2. Experiments on real-world data sets
4.2.1. Data sets and baseline methods
**Data sets:** The benchmark data sets are summarized in Tables 1 and 2. The MNIST [18] data set consists of grayscale images with 28 × 28 = 784 pixels in 10 classes. It contains 60,000 training samples and 10,000 test samples. The CIFAR-10 [19] data set consists of 60,000 32 × 32 color images in 10 classes, with 50,000 training images and 10,000 test images. The other data sets are taken from the UCI repository [20] and StatLib [21]. Training
samples are two-thirds of each data set and the other one-third is for testing. All these data sets include 10 classification cases and 5 regression cases.

Baseline methods: In our experiments, we compare the proposed DrELM to the following baseline algorithms.

(1) Linear ELM [1,2]: Hidden node parameters remain fixed after randomly generated and compute the output weight vector $\beta$ by solving the linear system $H\beta = T$.

(2) Kernel based ELM [3]: Gaussian and Sigmoid kernels are used to implement kernel based ELM.

(3) Optimally-Pruned Extreme Learning Machine (OP-ELM) [6]: It is an improvement of ELM and in this paper we use OP-ELM Toolbox2 to compute the results, the toolbox only supports binary classification.

(4) Deep Belief Networks (DBN)3 [7]: The base building block of DBN is Restricted Boltzmann Machine. We fine-tune the results after layer-by-layer training.

(5) Stacked Auto-encoder (SAE)4 [8]: The sparse auto-encoders [22] are stacked in a greedy layer-wise fashion for pre-training the first layer.

Table 1
Specification of binary classification and multi-class classification data sets.

<table>
<thead>
<tr>
<th>#</th>
<th>Data sets</th>
<th>#Training</th>
<th>#Testing</th>
<th>#Attributes</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Diabetes</td>
<td>512</td>
<td>256</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Liver</td>
<td>230</td>
<td>115</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Mushroom</td>
<td>2708</td>
<td>1354</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Adult</td>
<td>21,708</td>
<td>10,854</td>
<td>123</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Iris</td>
<td>100</td>
<td>50</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Wine</td>
<td>199</td>
<td>59</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>Segment</td>
<td>1540</td>
<td>770</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>Satimage</td>
<td>4290</td>
<td>2145</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>MNIST</td>
<td>60,000</td>
<td>10,000</td>
<td>784</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>CIFAR-10</td>
<td>50,000</td>
<td>10,000</td>
<td>3072</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2
Specification of regression problems data sets.

<table>
<thead>
<tr>
<th>#</th>
<th>Data sets</th>
<th>#Training</th>
<th>#Testing</th>
<th>#Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pyrim</td>
<td>49</td>
<td>25</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>Housing</td>
<td>337</td>
<td>169</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>Strike</td>
<td>416</td>
<td>209</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Balloon</td>
<td>1334</td>
<td>667</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Abalone</td>
<td>3177</td>
<td>1000</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 3. Classification hyperplanes of DrELM with different depths on synthetic data sets. The linear hyperplanes on the left are obtained by one-layer DrELM, while the right ones are obtained by two-layer DrELM. (a) Classification hyperplane on XOR problem. (b) Classification hyperplane on Spiral.

Table 1
Specification of binary classification and multi-class classification data sets.

Table 2
Specification of regression problems data sets.

1 http://www.ntu.edu.sg/home/egbhuang
2 http://research.ics.aalto.fi/eiml/software.shtml
3 https://github.com/rasmusbergpalm/DeepLearnToolbox
4 http://ufldl.stanford.edu/wiki/index.php/Stacked_Autoencoders
4.2.2. Prediction accuracy

In this subsection, we provide a quantitative evaluation of DrELM and Recursive DrELM (DrELM') on prediction performance for both classification and regression tasks.

Classification: We perform binary and multi-class classification on the data sets described in Table 1. For MNIST, CIFAR-10 and Adult, L varies from 20 to 2000 with the interval of 10; Others varies from 20 to 200 with the same interval. In the range of L we use 5-fold cross-validation on the training set to find the parameters. We use the same strategy to find the proper depth to train DBN, SAE and DrELMs, the depth varies from 1 to 10 (the values of depth will be analyzed in Section 4.2.3). α is set to 0.1 for all the experiments. After setting all the parameters, 50 trials have been conducted for each data set and take the average as the final results. The prediction accuracy of different models is shown in Table 3.

It can be seen that DrELM and DrELM' perform better than linear ELM and kernel ELMs, while the performances of the deep models (i.e., DBN, Stacked Auto-encoder, DrELM and DrELM') are comparable. However DrELMs is easier to learn and faster in testing, as we shall see in Section 4.2.4.

Regression: Due to the utilization of ELM, DrELM is a general framework which compatible with multi-class classification and regression tasks. We evaluate DrELM on the regression data sets described in Table 2. The parameters are set by the same strategy described in classification tasks. We built DrELM use sigmoid kernel. The data are normalized by the following method: \( \eta = (\eta_{\text{max}} - \eta_{\text{min}}) / (\eta_{\text{max}} - \eta_{\text{min}}) \), where \( \eta_{\text{max}} \) is the maximum value and \( \eta_{\text{min}} \) is the minimum value of each feature. Table 4 shows the average results over 50 trials of the DrELMs and the baselines. We can see that DrELM can get better results than linear ELM and kernel ELMs, while the performances of DBN, SAE, DrELM and DrELM' are comparable. This suggests that deep models can discover more predictive latent structure for difficult regression questions. Particularly, if we use kernel ELM instead of linear ELM to build the deep architecture, the accuracy will be improved, but the training time will increase accordingly.

4.2.3. Depth of DrELM

Depth is the key aspect to representation learning strategies. Fig. 4 shows the average depth for each data set when DrELM achieves the best prediction accuracy. As discussed in [13], there is no fast rules to identify which level of prediction functions should be used. In this paper, the quantitative evaluation on 15 data sets shows that the average depth is 6.66.

4.2.4. Time efficiency

In this section, we report empirical results on time efficiency in training. All models perform a feedforward way when testing, and there is no significant difference in testing time between the models with same layers. Thus we only report the average training time. All the following results are carried out with MATLAB 7.9.0 running on a standard desktop with a 3.30 GHz Intel processor and 16 G RAM.

Fig. 5 shows the average training time of different models on binary and multi-class classification tasks and regression tasks with 50 randomly initialized runs (the order of data sets on x-axis has been changed for better visualization). The parameters of DrELM and stacked auto-encoder are set by the same strategy described in Section 4.2.2. We can see from Fig. 5 that DrELM always runs faster than stacked auto-encoder (about 3.1–194.0 times faster in this figure).

<table>
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5. Related work

ELM as an emergent technology which overcomes the challenges such as slow learning speed, trivial human intervene and poor computational scalability faced by neural networks, support vector machines and other computational intelligence techniques [5]. The universal approximation capability of ELMs is investigated and it has been proved that SLFNs with randomly generated additive or RBF nodes can universally approximate any continuous target functions [2]. Recently, many variants of ELM have been proposed: a kernel matrix can be defined by the hidden layer feature mapping \( K(x_i, x_j) = h(x_i) \cdot h(x_j) \) thus one can implement ELMs with eligible kernel [3,24,25]. Online sequential ELMs are built for the applications in which training data come one by one or chunk by chunk [26]. Other approaches related to ELM such as incremental ELM [27], SVM with ELM feature mapping [4] are also fully studied by many researchers and a unified learning framework has been built referred to ELM for regression and multi-class classification [3]. The proposed DrELM is a deep architecture using ELMs as its base building block and follows the philosophy of stacked generalization [13].

Stacked generalization is a scheme for minimizing the generalization error of the prediction functions and deducing the biases with respect to the provided training set [13]. There are many different ways to combine the prediction functions to implement stacked generalization and various stacked implementation strategies have been developed. These strategies can be divided into two categories, one category utilizes stacking methodology to build deep architecture via layer-by-layer unsupervised pre-training, as exemplified in deep brief networks [7,28], deep auto-encoder [8,29] and convolutional neural networks [10,30]. The other stacking category is carried out using supervised information such as stacked regressions [14] and random recursive SVM [9]. However, many aspects of stacked generalization are “black art” at present. For example, there is no fast rules to identify which level of prediction functions should be used and the choice of stacking depth is a key aspect of representation learning strategies and still remains an open question. DrELM is a new stacking technique that has close connections...

Fig. 4. The depth of each data set when DrELM achieves the best prediction accuracy. The average depth for 10 classification tasks is 6.37, and 7.24 for the rest 5 regression tasks. The total average is 6.66.

Fig. 5. Training time (CPU seconds in log-scale) of stacked auto-encoder and DrELM with respect to the data sets.
to the stacked methods mentioned above, but DrELM has its own merits, say, fast learning speed with better generalization ability due to the utilization of ELM.

The random recursive SVM (R²SVM) [9] is closely related to our approach. Both methods follow stacked generations and use the outputs of previous layers to transform the input features thus improve the classification or regression performance. But DrELM is distinct from R²SVM in the following aspects. Firstly, the base building block of DBN is the joint configuration in a supervised mode [7]. The base building block of DBN is a neural network, which also relates a latent 

Sparse coding [31] is another technique that can be used as a base building block for deep architecture [32]. It also relates a latent representation $h$ to the input data $x$ through a linear mapping $W$, which we refer as the dictionary. Specifically, sparse coding can be seen as recovering the code or feature vector associated with a new input $x$ via

$$f(x) = \arg \min_h \| x - Wh \|^2_2 + \lambda \| h \|^1_1$$

Learning the dictionary $W$ can be accomplished by optimizing the following training criterion with respect to $W$

$$\min_W \sum_{i} \| x^{(i)} - Wh^{(i)} \|^2_2$$

where $x^{(i)}$ is the input vector and $h^{(i)}$ is the corresponding sparse codes computed by Eq. (9).

The stacking technique enjoys greater power derived from deep models and numerous deep models are introduced, such as sum-product networks (SPNs) [33] and random recursive SVM (R²SVM) [9] and stacked regressions [14]. The last two follows the philosophy of stacked generations [13].

6. Conclusions

In this paper we proposed a stacked framework, DrELM, to learn deep representations via extreme learning machines. DrELM integrates the stacked generalization principle into the process of deep representation learning. The proposed framework utilizes ELM as a base building block and incorporates random shift and kernelization as stacking elements. We provide empirical evidence which demonstrates that DrELM could yield predictive features that are suitable for prediction tasks, such as regression and classification.
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