SNLP 2014 - Exercise 5

**Backing-Off Language Models**

This exercise comes with additional text files containing training data \( D \), validation data \( D_{\text{val}} \) and test data \( D_{\text{test}} \) for both English and Finnish.

1. Implement a count tree to store counts for sequences of arbitrary length.
2. Implement a trigram language model with *add-epsilon smoothing*.
   What is the backing-off distribution here?
3. Implement a trigram language model with *linear discounting*.
   Please use the formula where \( \epsilon \) depends on the history \( h \).
4. Implement a trigram language model with *absolute discounting*.
5. For both languages separately, determine the \( \epsilon \)-parameter for add-epsilon smoothing by tuning perplexity on \( D_{\text{val}} \).
6. For both languages separately, determine the \( d \)-parameter for absolute discounting using the approximate leaving-one-out solution.
7. Interpret the differences in \( d, \epsilon \) between the two languages.
8. Report 3 \( \times \) 2 perplexities for each model and each language using the respective parameters from (5) or (6). Discuss the results briefly.

* When backing-off, if \( w_{i-|h|} \ldots w_{i-1}w \notin D \) make sure that you first shorten \( h \) to \( k < |h| \) such that \( w_{i-k} \ldots w_{i-1}w \in D \) before you continue. Remember that the back-off distribution for the unigram distribution \( p(w) \) is the uniform distribution.
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